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What is Complex
Event Processing (CEP)?




What is an Event?




What is an Event?

Example: Vehicle

Vehicleld: 23
Timestamp: 11:22
eolocation:

43 1504  +§ 4 U89
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Example: Vehicle

Vehicleld: 23
Timestamp: 11:22
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Example: SmartMeter

mMeterid: B/o4861
Timestamp from: 16:00
Timestamp to: 16215
Consumption: 4.67 KWh

Max, Fower: 1.1 KW
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What is an Event?




What is an Event?

Example: Vehicle Example: SmartMeter Example; Stock Price
N Meterid: 8724864
Yenic 23 - SR - -
T?I-” le"ﬁ' %J_ (97 Timestamp from: 16:00 Share: 50V
R e e Timestamp to: 16:15 Timestamp: 14:57 Uhr
L'EE_'G“?'.EE'_EIDJH' o s o Consumption: 4.6/ KWh Price: €26.57
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Max., Power: 1.1.2




Increase in Data Velocity

Stream of position reports from a truck
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Stream of stock prices

Stream of sensor readings from a smart meter
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In-Memory, In-Flight Analytics

Complex Event Processing (CEP)

Eii iii \ Definition: Continuous analytics to derive

maeaningful business events from different

avant streams or ather event sources l1ke

i Eﬁ Ei Eii Ei ' databaszes 1n real-time to gain situation

Bawareness and trigger immediate actions.

» Event-driven, incremental DL ess1ng

BB MallBun - rich fficiency and scalability

# Enrich events with context data

= [Detect patterns with time/location
parameters
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In-Memory, In-Flight Analytics

Complex Event Processing (CEP)

Definition: Continuous analytics to dernve

maaningful business avents from different
avent streams or gother event sources like

databases in real-time to gain situation

Bwareness and trigger immediate actions.

» Event-driven, incremental DL Es531Ng

# Enrich events with context data

= [Detect patterns with time/location
parameters




Business is Event-Driven

e “How many orders were
placed for a stock{"




Business is Event-Driven

“How many orders were
placed for a stock{"”

“If a news article for IBM is followed by a 5% rise in its stock over any 10 second window and
is correlated with an increase in the semiconductor index then buy 1,000 shares of IBM”




Data Processing Differences
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Event Processng

Data goes into the database
Analyzed after it 15 (indexed and)
stored




Data Processing Differences
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Collectad TTTTI I T T T Event
Dt Streams
I nkirrnal Deco W ezt
Data goes into the database Events go through CEP engine
Analyzed after it is (indexed and) Analyzed as they happen

stored Results instantly usable




Principles of Event-based Systems

« [reat any system update as an “event”
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« Treat any system update as an “event

« Fnable event-based patterns to be defined to monitor,
analyze and act on “event patterns”™
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defined rapidly
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« [Jreat any system update as an “event”

Enable event-based patterns to be defined to monitor,
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Principles of Event-based Systems

« Treat any system update as an “event

Enable event-based patterns to be defined to monitor,
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analyze and act on “event patterns”™

« Patternsidentifying opportunities and threats can be
defined rapidly

« Patterns are loaded into a real-time engine that offers
analysis and response with low latency
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Principles of Event-based Systems

Treat any system update as an “event”

Enable event-based patterns to be defined to monitor,
analyze and act on “euent patterns”

Patterns identifying opportunities and threats can be
defined rapidly

Patterns are loaded into a real-time engine that offers
analysis and response with low latency

Engine is permanently connected to multiple event sc
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Principles of Event-based Systems

Ireat any system update as an “event”

Enable event-based patterns to be defined to monitor,
analyze and act on “event patterns”™

Patterns identifying opportunities and threats can be
defined rapidly

Patterns are loaded into a real-time engine that offers
analysis and response with low latency

Engine is permanently connected to multiple event sources and
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Events can be captured and preserved in time-order for mstorical pattern
analysis and root-cause analysis




Event Processing Models

= Time=- and locaticn-based windows
= Within, near, #tc. based in
real-time context




Event Processing Models

« Time- and location-based windows

= Within, near, #tc. based in
real-time context

- Grouping & Aggregation
= Acowmulation of values or guantity
= Sum, average, min, max, etc.
= Support for custom aggregate functions




= Time= and locaticn-based windows

= Within, near, stc. based in
real-time context

« Grouping & Aggregation

= Accowmulation of values or guantity

= Sum, average, min, max, etc.

* Swpport for custom aggregate functions

« Event Relationships

* Event A followed by event B
« Event A and event B

* Ewvent Aor event B

= The non-gvent

= Event Enmchment
« User-defined Functicns

Event Processing Models




= Time- and location-Dased windows
= Within, near, etc. based in
real-time context

- Grouping & Aggregation

= Acowmulation of values or guantity

= Sum, average, min, max, etc.

* Support for custom aggregate functions

« Event Relationships

* Event A followed by event B
= Event & and event B

= Event Aor event B

« The non-gvent

« Event Ennchment
* User-defined Functiocns
Flexibility and ease to mix models

Rules can be templated and parameters
updated dynamically

Event Processing Models




CEP Market Landscape

Risky st gte s aa :
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Platforms, G 1009, Forrester Research, ing.
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CEP for Real-time Insights and Smarter
Applications

« Capital markets trading

+ Fraud detection

+ Logistics management

« Customer experience mgmt

* Smart metering & smart grids

« Governance, risk & compliance
+ Supply chain automation

+ Industrial Internet

» Traffic management

+ Transaction/log monitoring




APAMA

Real-time Analytics & Decisions
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Product Overview

= APAMA

Scalsbie, high-

performance
“Carrelator”

Rich, intuntive
|;I|:--.--|:-I-:||:rn:r'l; Enviroriment
: for developers and business

analysts
L DD
Analytics, Patterns and
Applications are deployed
irita the Correlatar
-
B, Real-time output streams
g " i
C feed Apama's real-time,
e . interactive, dashboards or
- --
g = any extemal system
- -
-

Cache | ntegration

Integration with
any data source/ .
sink or library — -




Programming the Correlator

+ The Correlator is the “container” for Apama applications
« Applications can be injected and removed dynamically at run-time without
aisrupting other running applications
- Apama Event Processing Language (EPL)
« Declarative matching + Imperative processing
= Listeners match, route and emit @vents

= match event sequences including temporal constraings

= gdymamically set up / tear down by specifying event expressions

» LStream queries

— filter, eggregate and join temporal windows of events
» Actrons are EPL procedures - invoked by Listeners, guanes and actions
»~ Monitors provide encapsulation

=  dynamically deployed / un-deployed

» Contexts support parallel processing

« Java Plugin API to allow access to Java from EPL




Apama Uniquely Supports Complex Event Processing
and Event Stream Processing

- Temporal, logical and spatial attributes and relationships
between events can represent business patterns, including emerging opportuntes & threats
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Transaction over $1,000 Transaction Accoun

for a customer who then /= “ustemer D ¥ A ible
closes their account o Rl Action | Close fraud
within a day gy

On 1Transactlion [(Customar =

ID, amcount > 1000) followad-by
‘Close’ ) within (1 * DAY)
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Apama Uniquely Supports Complex Event Processing
and Event Stream Processing

. - Continuous re-calculations on a continuously moving window of
events matching a particular query

(= > & & =)

.

Calculate the 2 minute
moving average of all
transaction payments for
this customer

average | payment]

"' Il )
- 4 Minutes

from t in Transaction (customer = ID) within (2 * MINUTE)
selact (L. payment)




Apama Uniquely Supports Complex Event Processing
and Event Stream Processing

- Qutputs from either Streaming Analytics or Complex Event
Processing patterns can be fed into further streaming calculations or patterns
The resultant network can changed dynamically: 1t need not be static
-____._-_-____
Possible fraud -:-:_--\'\
CLUS TS wihie e

reCent average
|:|E|:.Ir'r'|-|'.'11'!3 s I'ng




Example: Algorithmic Trading Rule
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Example: Algorithmic Trading Rule

WHEMN

MSF T pnice moved autside 2% aof MSFT Moving Average

* multiple data streams




Example: Algorithmic Trading Rule

WHEM
MSF T prnice movet outside 2% aof MSFT Moving Average
My Basket moves up by 0.5
ik ﬁ
ﬁ i % My Basket
'y - MSFT Mowing
. S
A
- .
= multiple data streams &, H{Q ..j.mﬁ
« temporal sequencing ’ <




Example: Algorithmic Trading Rule

WHEN
M5F T pnce moved autziae 2% of MSFT Moving Average
[ F E k=t MOV EE LD |._:II (] =
AMND

* multiple data streams
«  temporal sequencing
«  complex event sequences




Example: Algorithmic Trading Rule

WHEN

WMSF T pnice moved outside 2% aof MSFT Moving Average
iy Basket moves up by 0.5
aMD

APLs pnce moves up Dy 5%

MASF TS pnce moves gown Dy 2%

« multiple data streams
«  temporal sequencing
«  complex event sequences




WHEN
WMSF T pmce movet gutsiade 2% o
My Basket maove y 0.5
aMD
HPO s price moves up by 5
5F T's pnice moves do Oy
ALl WITHIM
any 4 minube time parod

* multiple data streams

« temporal sequencing

« complex event sequences
. real-time constraints

Example: Algorithmic Trading Rule




Example: Algorithmic Trading Rule

My Basket moves up by 0. 5%
AMND

APLS prnce moves up by 5%

MESFT 's price moves down by 2% R ﬁ
all WITHIM % %
: Basket
ﬂ'-s- _ My
¢ § -

2

any £ minube time parod

THEM T \
BLUY MSET I._.:.:l:l % .I MSFT Moving
SELL HPO & L A Average

&L : P

*  multiple data streams . HPQ &
« temporal sequencing -~ u._'Il'h
= complex event sequences MSFT o

* real-time constraints {_-I:iﬁ'

*« automated actions W




Patented and Unique Apama Correlator
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' events for r. = Y applicationsin

optimized machine
code

performance: also

standard Java
access to cache

streaming
analytics




How the Correlator works

A > B within timewindow

Simple event pattern.

Find event A followed by event
B within 60 seconds



How the Correlator works

A > B within timewindow
Account > Transaction within 60 seconds
UserD = 2227 UserlD = “7227
Action = opan Value > 10

Using real events:

Detect when a user opens an account
and then initiates a fransaction of more

then 1000 within 60 seconds




A > = within
Account A Transaction within
UserlD = “2277" UserlD = “22727"
Action = opan Value > 100

Our simple pattern can be
deconstructed into four parts

and each considered

separately to oplimise
processing

How the Correlator works

timewindow

60 seconds




How the Correlator works

..._——I—_....II

b _||JI||.-.__J -
."'- P . -.."'.
\_ Account ) -

UserlD = "2272°

Action = open

Initially we only

ever look for a
. i I R
g Tl g open accoumn
= _':'_ HypeTee ;?r;-;' —— r d r
g . L event — we ago no
—il need o do

anything else yet




iy - B
Account > Transaction
UserD = “z772" UserlD = “72727°
Action = opan Vialue > 1000

How the Correlator works

within timewindow

within bl seconds

Now we look at the rest of
the expression

We split this into two and
we look for the transaction
event while we start the 60

second fimer




How the Correlator works

A - B withily timewindow
Account - Transaction within bl seconds
UserdD = 27252 UserilD = 22227
Action = opan Value > 100

| . if we find the second
=) Setaces v event before we find

_'_‘Fﬁw the timer then we
- have found our

palttern




Low-Level Virtual Machine (LLVYM)

« Modern CPUs have optimized instruction sets
» Only code complied for a specific

CPU can make use of these Apama 5 release in September 2013
TNSLrUCTion sets
Standard Black Scholes algorithm
« General purpose C and Java (2,000% faster than EPL interpreter)

compilation is not aware of the
exact CPU + Java has JVM overhead |
and garbage collection T 195

JBAVE Fibe -

» Apama EPL 1s compiled at run-time
to native machine code that m
15 optimized for the exact CPU
it executes aon

.2

Calculations/second (longer is better]

~ Apama EPL executes more instructions per second than C or
Java (and therefore any CEP enginewritten in C or Java)




Two Intel Xeon X5570 CPUs clocked at 2.93GHz

£13. 145
108

16T 0GR
1 OPA

116,883
10

Complex Fraud Benchmarks

Unusual Transaction: identify
unusual transactions based on

the time of day and the channel

Detect multiple cards being
used on the same ATM machine
each withdrawing large amounts

Impossible Location: Detect
when an ATM card is being used,
when it was last used at a time
it distance such that it could
not be the same card




Performance test cases: Throughput & Latency

« [wo test cases to demonstrate latency consistency with varying degrees of
computation

1. Simple: Respond to every event with little processing

Z. Work: Compute EWMA on prnice 1n every event, compare EWMA with
price, compute weighted price and submit order

« Event rate increased until application is CPU bound




Performance results: Latency Behavior

Qe mvillisecond Cne millisecond

Latency vs Throughput Latency vs Throughput

Lt ency | millis&aondy |

Latercy (millise conds |

Event throughpast (events /second) Ewent tThroughpurt {&vents,/second)

« Round-tnp latency (to & from the Correlator process) is between 100

and 200 microseconds (0.1 - 0.2 milliseconds) and independent of
application load

* Maintain low latency - 99 centile is also low latency




Apama Product Overview
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Apama Studio:

Eclipse based
Central development tool

Demas B tutorials
Froject stnucturs

Launch canf

Monitor>cnpt development

Code assist editing

iguraticns

sOurcE debugging
Application profiling
Java development
Java CEF applications
Adapter déevelaprent
Dazhboard extension developrment
Support & config tools
- Backtesting
Dazhboard generation & deploy
Adapter configuration

&Nk et

“Developer” tools - Traditional IDE

A T ST B O BN . T TR LA




Apama Studio:
“Developer” tools - Traditional IDE

 Eclipse based
Central development tool o ramn e ern e ——— s =

Dermos B tutorials

Froject structure

Launch configurations
Monmtor>cnpt development

Code assist editing

ik,

e .
haUrcE debugging

Application profiling

« Java development

Java CEF applications

Adapter developrvent

Dazhboard extension develsoment
* Support & config tools

-  Backtesting
Dashboard generation & deploy
Adapter configuration

AL ot




* Swing based
« High-level development tool
Targeted At anBlySES tracers .

all GLI driven (no programming |

= Create application “scenarios”
Scenarios are templates
Create instances at runtima

« State transition diagram
States of application

disualre fAlow

Conditions and actions

Define state transitions
* Blocks & block wiring
Aeusable components

' pputs/sutputs ) transforme/metrics

Mire together to form “pipelines

Apama Studio:
“Business Analyst” tools
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Apama Dashboards

Easily build Uls to interact and monitor with applications
running within Apama Correlators

« Forms, tables, charts, dials, meters, ...

Provide multiple deployment options including thick
client, webstart, applet, and thin client

Multi-tier architecture for scalability and security
« Dashboards servers sit between users and Correlators

Dashboard
Servers




Backtesting Applications

Backtesting is integrated within Apama 5Studio Data Player Dashboards

".I'.'Ihl.:!t .If =!|-|._=_|.I.'-'.'|'r_l e mE o s A T = ’

“Is an app responding correctly”

Event playback via ADBC
Supports JDBC/ODBC/TXT
Extensible to other sources

User controls within Data Player
« Start/stop/pause/...

Playback speed

Exploits Correlator “Clocking™ capability
» Quaranteed results regardless of replay event rate

Historical Data




Apama Product Overview

~_Apama Workbench
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" In-process i
Persistent -1 EPL Plug-in AP | S
Giore -:::h (C/C++Java) : I‘ Remote
e i _ i Management AP
Pt . 1 (HTTE, Java, C, C++
| - . | _NET)
Repiay Log B { 5 B
|‘r _________________ \i
| Remote Client AP |  Command line tools
 (Java.C, C++, NET) (watch, inspect, ...}
% )

Sysiem Log

:,. IAF In-process
Adapter Run-time (lAF) 1+ Adapter APls

| {Java, C, C++)

Databazes

(ODBC. JOBC) IS

Apama Connectivity
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« TERRACOTTA

BigMemory: In-Memory Data Management

Elastic Scale

Speed Up Scale Up Scale Out in the Cloud

Heduce Database Rediance




Data in Motion & Data At Rest

+ Apama MemoryStore can be backed by BigMemory
 |In addition to databases and other apps
+ [ransparent to Apama developers (simply new mode to MemoryStore)
* Provides “infinite” memory access
from within Apama
+ Delivered as “Driver™ to Apama “Cache” API
+ Inserts, Edits, Deletes & Notifications allow _

multiple clients (inc. Apama Correlators)
to share data o |

« Optionally exposes ‘search attributes’
for Apama MemoryStore cache entries to
enables external clients (such as Presto)

(O guery aata

3 = _




« TERRACOTTA

BigMemory: In-Memory Data Management

Elastic Scale

Speed Up Scale Up Scale Qut in the Cloud

Reduece Database Rediance




Data in Motion & Data At Rest

» Apama MemoryStore can be backed by BigMemory

* Provides “infinite” memory access

» |nserts, Edits, Deletes & Motifications allow

« |In addition to databases and other apps
« [ransparent to Apama developers (simply new mode to MemoryStore)

from within Apama
+ Delivered as “Driver” to Apama “Cache” API

|

multiple clients (Inc. Apama Correlators) '

to share data :
+ Optionally exposes ‘search attributes’

for Apama MemoryStore cache entries to
enables external clients (such as Presto)

(O gquery aata




Location & context-aware promotions increase

visuahze campaign

TU H HE E LL affectivensts in real-tirme:

Hew campaigns can be
deployed 1n 24 hours

- Customer fezlm
Frogram Trnggers - ;B
i .

detected iy
FRSIRCTIR S R— entering mall Fu s

(

Customer who subscribes to the
“Live Sports Results” package
enters a Mall

Partner “Sports Bar Diner™ has
capacity

Push offer of 15% off any main
meal this lunchtime

revenue & loyalty




Location & context-aware promotions increase

visuahze campaign

TU H I‘{E E LL affectivensts (0 real-tirme:

Hew campaigns can be
deployed 1n 24 hours

. £

- Customer fezhm
o am [rnggers - . A
s .

| detected C oy
SRR entering mall s

Location Changes

Customer who subscrnbes to the
“Live Sports Results” package
enters a Mmall

Partner “Sports Bar Diner™ has
capacity

Push offer of 15% off any main
meal this lunchtime

revenue & loyalty

Real-time,
One-to-One
Marketing
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Location & context-aware promotions increase

visuahze campaign

TU H HE E LL affectivensts 0 real-tirme:

Hew campaigns can be
deployed 1n 24 hours

(

detected -
entering mall ‘h

Location Changes

Customer who subscrnbes to the

S T “Live Sports Results™ package
alyzed each day enters a Mall

ent streams with Partner “Sports Bar Diner™ has
.:-:5--. FYEnNLs ! SeECOng -':al:lal:]t':l.'

0 business criteria Push offer of 15% off any main
ecked in real-time meal this lunchtime

revenue & loyalty

Real-time,
One-to-One

Marketing

g

* Marketing the right offer at the

right time has yielded $15m
revenue increase and 10x offer
uptake




Mitigate potential regulatory violations before
they make the headlines

CI t I LAlFEE MU bers of compleXx risk and

survelllance rules that can detect
market abuse or problems before the
situation becomes critical




Mitigate potential regulatory violations before
they make the headlines

CI t I Large numbers of compieXx rsk and

csurvelllance rules that can detect
market abuse or problems before the
situation becomes critical

e e Unusual trading activity just before
A i news release suggests insider
trading




Mitigate potential regulatory violations before
they make the headlines

CI t I LAFEE ML bers of complex rsk and

survelllance rules that can detect
market abuse or problems before the
situation becomes critical

Unusual trading activity just before

market data feeds news release suggests insider Compliance Officer

trading

Rl Hery ol BEe A MNotify relevant




Mitigate potential regulatory violations before
they make the headlines

CI t I | arge numbers of complex risk and Compliance staff
survelllance rules that can detect visualize trade abuse
market abuse or problems before the alerts; dnll in to
situation becomes critical investigate

T e

Y Unusual I:raldmgactw]t-_-.r]I._.LSI:IEEﬁ:-rE Notify relevant
market data feeds WS FElcase SUEECSLS INSocT Compliance Officer

trading




ﬂ University Relations

Monitoring Large IT Infrastructures at CERN in Real-Time:
A Case for Apama

*» The ATLAS experiment at CERN produces one petabyte ——
(10"°bytes) of data per second, the equivalent of 1.5 CERM y
Million CD ROMs \ % GBIT
¥ il

*  Monitored by 20,000 application programs running on
2,000 server machines with 17,000 CPU cores e

ri
BT i

Philipps I;’__;_.L’_

: ':*_" Universitit
« Apama recognizes patterns in the monitoring data _ % £ H:':b.:r;
streams and initiates corrective actions in real-time T e




Thank you!
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VP Product Stratesy & Product Manoserment
\.;y +49 (U641 J04-BO0-14
" 49 (0)151-2297 2685

juergen kraemer@softwareag. com
For more information:
nttp: / /www.softwareag.com/corporate/pr
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