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Artificial intelligence is a general-purpose technology shaping how states

govern, economies grow and citizens experience public services. We are

living through a civilisational-scale shift, one that offers opportunity not only

for countries pushing the technological frontier, but also for those that

deploy AI at scale to solve real problems.

That is why the India AI Impact Summit is focused on outcomes. Its purpose

is to move beyond abstract debates about potential and risk and show how

safe and useful AI can improve lives and livelihoods.

For governments, the most pressing question is how to translate AI’s

potential into public value in a world of limited fiscal space and uneven

digital foundations. Promisingly, low- and middle-income countries are well

positioned to lead in adoption. With fewer legacy systems to unwind,

digitally confident populations and ambitious development goals, they can

leapfrog and build state capacity designed for the digital era from the

ground up.

This report by the Tony Blair Institute addresses that opportunity head-on. It

begins from a pragmatic insight: the greatest public value from AI will come

from solutions that are affordable, reliable and scalable – tools that fit the

realities of schools, hospitals and frontline services where time is scarce and

trust is essential. Impact will come not only from technological

breakthroughs, but from governments that invest, experiment, execute and

adopt at scale.

This perspective matters because global discussions on AI have not always

matched the realities governments face. Much attention has been paid to

frontier risks and competition for compute. These issues matter. But for

most countries, the more urgent task is ensuring AI becomes useful and

inclusive, especially where service-delivery gaps are most acute. Countries

that adopt well can capture benefits as significant as those that innovate at

the frontier.

Foreword
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India’s digital journey has shown what becomes possible when technology

is linked to public purpose and delivered at population scale. Digital public

infrastructure, interoperable payments and open platforms for service

delivery have expanded inclusion, lowered costs and enabled vibrant

innovation ecosystems across startups, public institutions and industry. The

next phase through the IndiaAI Mission should also be shared and adapted

with partners across the world.

Delivering AI impact at scale demands systems thinking. AI cannot sit at the

edges of government. Public value depends on foundations for adoption:

service-led applications, efficient local models, and the compute,

infrastructure and skills to sustain deployment.

Leadership must focus on adoption: compute and commercial value matter,

but so do trust and optimism. When people see tangible benefits and clear

protections, uptake accelerates.

This report offers a practical framework for scaling AI safely, strengthening

digital public infrastructure and embedding AI into essential services. It

shows how countries can build resilience and shape norms by investing

where they have advantage, rather than becoming passive consumers.

The India AI Impact Summit is a call to action: judge AI by its impact on

people’s lives.

S. Krishnan

Secretary, Ministry of Electronics & Information Technology

Government of India, New Delhi
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Artificial intelligence (AI) is no longer a distant frontier; it is already reshaping

how states are governed, how economies grow and how services reach

citizens. For low- and middle-income countries (LMICs), the most powerful

opportunity lies less in competing at the technological frontier and more in

strategic focus, disciplined execution and political leadership that treats AI

as a means of building public value.

Today, hundreds of millions of people still lack reliable access to essential

public services, from health care and education to basic administrative

systems. Governments that are digitally capable, data-driven and delivery-

focused are best placed to tackle this challenge and realise AI’s potential.

Strengthening these foundations enables leaders to allocate scarce

resources more effectively, respond faster to citizen needs and expand

access to essential services at scale.

For countries facing structural and domestic challenges, this is not just a

technology story. It represents a wider opportunity to transform how states

deliver services and to deliver tangible improvements to citizens’ everyday

lives.

Every government contends with limitations on state capacity. As such,

strategies must reflect citizens’ needs in order to make deliberate choices

about what to prioritise. For many governments, the binding constraints are

institutions not designed for digital delivery, as well as weak data systems,

unreliable power and limited access to compute. Until foundations are built,

leaders should avoid proliferating pilots without a path to scale, regulating

technologies not yet deployed and publishing AI strategies that are

disconnected from infrastructure, procurement or budgets. In parallel, early,

proportionate regulation and standard setting are essential to building

effective digital foundations.

History shows that these moments of general-purpose technological

change are critical in shaping long-term development trajectories. In the late

19th century, industrialisation became the route through which countries

Executive Summary
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moved from middle-income status to sustained prosperity – not by

prioritising invention above all else, but by reorganising state institutions to

adopt and deploy new technologies at scale.

AI represents a comparable opportunity for LMICs today. With fewer

entrenched platforms and legacy processes to unwind, governments can

redesign delivery models, institutions and digital systems for the AI era by

building interoperable data systems, modern procurement processes and

AI-enabled services that meet the needs of citizens. LMICs are uniquely

positioned to seize this moment. With deliberate political commitment, AI

adoption can become an accelerated route to growth, enabling

governments to leapfrog slower-moving systems in service delivery,

innovation and state capacity.

This paper sets out a practical policy agenda, drawing on the experience

that the Tony Blair Institute for Global Change (TBI) has garnered working

with governments worldwide. It is written for political leaders who want to

turn AI’s potential into meaningful public value. Given limited fiscal space,

this agenda focuses on prioritisation, reallocating existing budgets,

reforming procurement, and crowding-in private financing and partnerships

– rather than assuming large amounts of new public spending.

Four overarching recommendation themes define the essential

requirements.

I: STRENGTHEN CENTRAL GOVERNMENT CAPACITY TO LEAD DIGITAL

TRANSFORMATION

Pin transformation at the top of the political agenda. Governments that

anchor responsibility for transformation and efficiency at the centre of

government are the ones that can deliver transformation. Political leadership

should focus on execution and outcomes rather than producing strategies

alone.

Build digital readiness across government. Governments should embed AI

into the core systems that govern planning, budgeting and service delivery,

treating AI as critical public infrastructure and strengthening the digital
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foundations first. This enables better resource allocation, reduces

administrative burden and supports a shift from pilots to scalable, routine

delivery.

Strengthen technical procurement to enable delivery and create

demand. Modernising government requires strong technical and

procurement capability, enabling governments to define the problems that

matter most and to buy, adapt and scale digital solutions accordingly. This

can drive demand and shape markets, accelerating delivery.

II: SECURE DIGITAL INFRASTRUCTURE AND ENSURE WIDESPREAD

ACCESS

Expand connectivity and inclusion. Governments should treat connectivity

as a right and a public good, using blended finance, demand aggregation

and risk-sharing partnerships to extend broadband and mobile access to all,

including rural and marginalised communities.

Gain access to compute capacity via local and regional hubs.

Governments should treat compute as strategic infrastructure, combining

limited domestic capacity for sensitive workloads with regional or

public–private compute models to balance sovereignty, resilience and

affordability.

Build interoperable national data infrastructure. Interoperable data

systems are essential to localise AI models and reduce dependence on

external data sets. Governments thus benefit from modernising foundational

registries and data platforms, establishing secure data-exchange layers and

investing in data sets that reflect local languages and contexts.

Build reliable energy systems aligned with AI deployment. Governments

should integrate AI demand explicitly into national energy strategies, and

align energy and digital-infrastructure planning. This can be done via

regional energy markets and renewable-powered infrastructure.
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III: CREATE ECOSYSTEMS TO ACCELERATE AI ADOPTION ACROSS

SECTORS

Invest in talent and research. Focusing strategically on expanding both

advanced and applied AI skills while prioritising broad-based literacy for

frontline workers will help build an ecosystem for AI diffusion. Selective

investment in research capability aligned with national priorities will further

accelerate AI adoption.

Scale high-impact AI deployments through localised technology.

Governments that move beyond isolated experimentation and prioritise

integrated AI deployments – embedded in real service workflows, trained on

local data and designed to scale from the outset – will be well positioned to

deliver sustained impact, supported by clear performance metrics.

Leverage open source to accelerate innovation. Governments should

support open models, data sets and standards to reduce costs, enable

localisation and strengthen transparency, while investing in stewardship and

security to manage risk.

Structure public–private partnerships and demand-side policies.

Governments have an opportunity to work with industry to access

infrastructure, skills and platforms, while also avoiding long-term

dependency if they set clear conditions on data access, interoperability and

skills transfer and exit.

IV: DEVELOP GOVERNANCE TO BUILD TRUST, ENABLE GROWTH AND

ENSURE ACCOUNTABILITY

Pursue a sector-specific, evidence-informed approach to AI

governance. Governments that entrust AI governance to sector regulators

and delivery ministries are better positioned to focus oversight on high-

impact uses, learn from real-world deployments, and align with national and

international AI frameworks, without defaulting to comprehensive, one-size-

fits-all AI laws.
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Build assurance and accountability capacity that makes AI safe to scale.

Governments that invest in assurance systems are better positioned to

generate evidence on AI performance and risk over time, and to use that

evidence to guide decisions on scaling, adaptation and withdrawal, with

clear accountability across the AI value chain.

Build trust through delivery, transparency, participation and effective

redress. Governments can build trust by ensuring AI systems demonstrably

improve citizen outcomes in practice, are transparent in everyday use and

retain clear human accountability, supported by active public engagement,

and effective grievance and redress mechanisms.

In practice, many government approaches have been characterised by a

proliferation of pilots and a tentative posture towards investing in AI

transformation with insufficient clarity on objectives and outcomes. This has

limited real-world impact. These recommendations aim to help countries

achieve whole-of-government transformation for the AI era, and should be

sequenced based on national constraints, capacity and political priorities to

maximise impact.

As global leaders convene at the India AI Impact Summit in 2026, AI

represents a defining opportunity for LMICs. This paper sets out a path to

impact grounded in disciplined execution: building capability, securing

foundations, scaling adoption and governing with confidence over the long

term. For citizens, the test for AI impact is simple: does AI make public

services more accessible, more responsive and more trustworthy in

practice? Countries that act now can ensure AI becomes a tool of public

value for their citizens, rather than another source of fragmentation or

dependency.
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The age of AI transformation is here. For many governments, the challenge

is not technological but institutional: whether they can translate new

technological tools into tangible public value under conditions of scarcity,

fragmented systems and structural constraints.

This challenge is not unique to LMICs; every country is grappling with how to

adapt their governing apparatus to this new technological era. While

advanced economies have placed emphasis on frontier risks and

competition for compute and advanced models, LMICs are engaging with

similar challenges – but with a different focus. Rather than frontier

development, their priority is delivery: expanding adoption, strengthening

foundational systems and translating AI into tangible public value, often

through nascent policies and strategies and pragmatic regulatory

approaches. In both contexts, the stakes are high. Ultimately, success in any

country depends on strengthening the state and infrastructural capacity

that makes AI work for citizens.

Beyond the practical imperative of AI-driven growth lies a deeper political

one. AI adoption is a question of global justice, equity and sovereignty.

Research across the Global South shows that AI development so far

overwhelmingly reflects the priorities, values, languages and data sets of

high-income economies, leaving many countries structurally disadvantaged

in shaping or benefiting from these technologies.1

This asymmetry is not just economic or technical. When governments,

businesses and citizens rely on AI systems built elsewhere, there is a risk of

cultural and normative displacement: local languages and social norms are

marginalised, while those embedded in US- or China-centric models

become the default. Over time, this can reshape how knowledge is

produced, decisions are made and public authority is exercised. The result is

a widening “AI divide” that compounds existing inequalities in digital

infrastructure, skills and adoption,2 while constraining countries’ ability to

retain agency over their own developmental and political trajectories.

Introduction01
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A Turning Point in the Global AI Agenda
As AI technology evolves, the dialogue is shifting from frontier

breakthroughs to social and economic consequences. The world’s first AI

Safety Summit at the UK’s Bletchley Park in 2023 framed the debate around

safety and responsibility.3 Subsequent gatherings in Seoul and Paris added

a strong focus on action. The upcoming fourth summit – the India AI Impact

Summit in 2026 – will convene global leaders to discuss “safe, trustworthy

and useful AI for all”.4 This highlights a shift from abstract principles to the

practical challenge of deploying AI within real public systems where delivery

capacity, infrastructure and institutions determine whether technology

translates into public value.

For heads of government facing binding constraints in service delivery,

growth and inclusion, impact matters because it determines whether AI

improves access, quality and efficiency in essential services, rather than

remaining concentrated in advanced economies or high-income sectors.

LMICs are well placed to lead this agenda by demonstrating how AI can be

deployed inclusively, through public services, digital public infrastructure and

adaptive governance, to deliver tangible benefits for citizens while shaping

norms for responsible use.

The Real Constraints to AI Delivery in LMICs
Much of the prevailing global AI agenda remains poorly aligned with the

realities of delivery in LMICs. It has tended to prioritise national strategies,

ethics frameworks and pilot programmes while assuming that infrastructure,

institutions, procurement systems and energy access already exist or will

follow. In practice, without reliable power, affordable compute, interoperable

data systems and public institutions capable of procuring and deploying

digital tools at scale, AI initiatives remain fragmented and trapped in pilots.

For many governments, the bottlenecks are not a lack of ambition or

misaligned principles, but gaps in the foundations that make AI usable,

scalable and accountable in the real world.
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These constraints are visible in the global distribution of digital and AI

capabilities. Despite remarkable digital gains over the past decade, most

LMICs enter the AI era from structurally disadvantaged positions. A third of

the world’s population – the majority in LMICs – remains offline.5 Data

systems are often incomplete, fragmented or non-interoperable. Access to

compute is highly concentrated: about 60 per cent of servers are located in

Europe and North America, despite these regions accounting for only

around 17 per cent of the world’s population.6 More than 90 per cent of

frontier models come from US- and China-based companies, and only six

firms globally (none based in LMICs) have trained models larger than 100

billion parameters.7

This concentration creates dependence on foreign cloud providers and

models, limits countries’ bargaining power over cost, data use and

standards, and reduces their ability to shape how AI is deployed

domestically. Furthermore, critical discussions on standards, intellectual

property and safety frameworks are being shaped without LMICs’ input

despite AI’s transnational consequences and global reach.8

A Distinctive Opportunity for LMICs
LMICs are uniquely positioned to shape how AI is deployed. Critically, there

are structural opportunities that echo earlier episodes of catch-up growth.

In the late 19th century, industrialisation marked the dividing line between

countries that achieved high-income status and those that did not.

Countries such as Germany and Japan did not lead the first wave of

industrial invention, but they caught up rapidly by strategically adopting

proven technologies and, critically, reorganising state institutions to deploy

them at scale. This led to the building of railways, the standardisation of

administration, investment in skills and the alignment of industry with

national priorities. Industrialisation was not simply a technological shift; it

was a transformation of the state.9

History suggests that a country’s long-term economic and geopolitical

outcomes are shaped less by technological leadership than by the ability to

diffuse new technologies across the economy.10 Today we face such an
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inflection point. As a general-purpose technology, AI’s impact depends less

on who invents it and more on who can integrate it across public- and

private-sector use cases. Countries that modernise state capacity, build

interoperable digital foundations and coordinate AI deployment across

government can turn late adoption into accelerated development. Those

that do not risk being locked into a subordinate position, consuming AI built

elsewhere without shaping how it affects their economies, societies or

public authority. In this sense, AI adoption is not just a productivity agenda; it

is a contemporary route to economic convergence, institutional maturity and

long-term sovereignty.

For LMICs, this historical logic translates into a concrete opportunity today

because rapid frontier advances are making AI tools more capable and

accessible. Where institutional and regulatory frameworks remain adaptable,

governments can create space to experiment with AI-enabled delivery

models that respond to local priorities.

Public attitudes towards AI are more favourable in LMICs than in other

countries. For example, 78 per cent of people in Indonesia, 74 per cent in

Thailand and 73 per cent in Mexico believe AI products and services have

more benefits than drawbacks, compared with only 37 per cent in the

United States and France, and 46 per cent in the UK.11 This optimism must

be treated with caution, as it tends to be higher where AI literacy is lower.

Combined with younger, increasingly digitally capable populations, however,

there is both an opportunity and an imperative to build literacy while

retaining positive public attitudes by embedding AI into public services in

ways that are trusted, inclusive and grounded in real-world use.

LMICs have not been passive. Governments have incorporated digital reform

and AI across sectors. Albania has utilised AI to accelerate its legal

harmonisation with the European Union. Rwanda has built AI-powered real-

time service-delivery dashboards;12 Kenya has pioneered digital agriculture

tools. Brazil is a global leader in leveraging AI to support its judiciary

system.13 India has developed its digital public infrastructure (DPI): shared
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digital systems built on open standards and protocols (see case study).14

The development of language models adapted to regional languages to

localise AI is also advancing.15,16

Managing the Risks of AI Adoption
While the opportunity is significant, AI adoption carries real risks of misuse,

misalignment and misadventure (unintended consequences) that can

undermine public trust and cause harm.

Many models perform poorly outside the contexts in which they are trained,

particularly when deployed across different institutions, populations or

service environments. For example, a pneumonia-detection model trained

on data from a single hospital was 20 per cent less accurate when applied

to patients from other health systems, misclassifying cases because it had

learned institution-specific rather than clinical features.17

This challenge also exists in language models: a study has revealed, for

example, that multilingual models fail to capture Arabic’s cultural messaging

or syntactic complexity.18 These failures can disproportionately harm

marginalised communities. There is a real need to build language- and

context-appropriate AI models to reduce misalignment.19

AI’s success also brings its own risks. Even when systems work as intended,

their effectiveness can generate wider societal harm. Social-media

recommender systems tuned for maximised engagement can perform

exceptionally well at their objective, yet they can amplify polarising or

misleading political content. These algorithms have disproportionately

surfaced political and divisive content, inadvertently increasing exposure to

extreme material. This is not because the system is failing, but because its

optimisation goal drives this outcome.20 This illustrates how a technically

successful system requires very clear objective and risk identification,

otherwise it can destabilise public discourse, erode trust and provoke

regulatory backlash. Acknowledging and managing these risks openly is

essential to build in safety and trust.
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While LMICs are not immune to political, commercial, or donor-driven

conflicts of interest, their position outside the core technology-producing

hubs creates an opportunity to design governance frameworks that

foreground societal benefit from the outset, rather than retrofitting

safeguards around entrenched commercial interests. This can enable

responsible innovation that strengthens trust and protects citizens.

A New Model of State Capacity
AI readiness is ultimately linked to underlying state capacity. No government

can use AI effectively if its DPI – the systems through which it collects data,

delivers services and makes decisions – remains analogue, fragmented or

inaccessible.

Some governments have digital platforms that can support rapid AI

adoption. Others must first improve data systems, modernise basic

processes and build skills. Wherever countries begin, the principle is the

same: AI works only when governments have the institutional and digital

foundations to use it.

Taken together, this points to the need to reimagine the state for the age of

AI (see Governing in the Age of AI: A New Model to Transform the State).

Governments must move towards models that are digitally enabled, able to

use data to guide decisions and organised around solving real problems

rather than managing administrative silos. AI does not simply add a new tool

to existing systems; it reinforces the case for institutional reform that aligns

technology, delivery and accountability around public value.

A Roadmap for Action
The accelerating pace of technological change calls for both incremental

reform and a radical rethinking of how states are organised. The question is

no longer whether governments should embrace this shift, but how they can

do so in ways that strengthen accountability, inclusion and public trust.
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Turning this ambition into reality requires practical reform across

government, focusing on capability-building and a whole-of-government

transformation, rather than standalone initiatives. Drawing on experience

working with governments at different starting points, this paper sets out a

practical playbook for political leaders seeking to convert AI’s potential into

sustained public value.

This agenda is structured around four interlocking recommendations (Figure

1) that together form a roadmap for impact: building state capacity, securing

critical foundations, accelerating adoption through ecosystems, and

governing AI with confidence. These recommendations are designed to help

LMIC leaders – wherever their starting point – to scale what works, avoid

fragmentation and ensure AI strengthens service delivery rather than adding

new layers of complexity.

FIGURE 1

The four overarching recommendations for
delivering AI impact

Source: TBI
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INDIA

India’s digital public infrastructure as a platform for
delivering AI value on a national scale

India’s digital foundation is not a single application, but a set of shared,

interoperable digital “rails” that make up its digital public infrastructure (DPI).

Built around open standards, interoperable registries and open application-

programming interfaces (APIs), India’s DPI enables both government and

private actors to deliver services to hundreds of millions of people at low

marginal cost. This approach responds directly to the twin constraints of

scale and inclusion that many LMICs increasingly face.

India’s DPI reduces friction in service delivery by making foundational

systems reusable across sectors. Core layers include digital identity,

population and sectoral registries, consent-based data sharing, payments

and language access. Rather than each ministry or vendor building closed,

end-to-end systems, providers can plug into common infrastructure and

compete or innovate on service quality. This has allowed rapid expansion of

digital services while avoiding fragmentation and vendor lock-in.

Crucially, DPI has been treated as a centre-of-government reform priority

rather than a standalone technology programme. Successive

administrations have invested political capital in building and governing

these shared foundations, embedding them into fiscal transfers, welfare

delivery, health systems and financial inclusion. This institutional backing has

enabled DPI to scale nationally and endure beyond individual pilots or

political cycles.

Why DPI is the “multiplier”
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DPI functions as a public-utility layer for the digital economy. Instead of

systems being duplicated across agencies, common building blocks lower

costs, improve interoperability and accelerate adoption. In India’s health

stack, for example, a unique health ID, combined with registries for facilities

and professionals and a consent-based data-exchange layer, enables

interoperable health records across states and providers, without imposing a

single monolithic national system. This architecture has also supported

ecosystem growth, with hundreds of certified integrators, including

hospitals, startups and software firms building services on shared standards.

How AI layers over DPI (the “intelligence layer”)

DPI creates trusted pipelines and shared data sets; AI then becomes the

intelligence layer that 1) improves decision quality, 2) makes systems usable

through voice and local languages, and (3) scales frontline service delivery.

The critical design choice in these cases is augmentation over automation:

AI is positioned as decision support (for clinicians and officials) and as an

interface layer (language and voice), rather than a replacement for human

accountability in high-stakes services.

India’s experience illustrates a broader lesson for LMICs. AI delivers impact

at scale only when built on strong DPI and aligned with institutional reform.

Without shared foundations, AI remains fragmented and pilot-driven. With

them, it becomes a lever for inclusive, system-wide transformation.

The lesson for other LMICs is not to replicate India’s scale, but to adopt the

principle: invest politically in shared digital foundations, build once, reuse

across sectors and govern them centrally.
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AI offers LMICs a distinctive opportunity: not to compete at the

technological frontier, but to build digital foundations that improve service

delivery for their people and support innovation under real constraints. For

citizens, this translates into shorter waits for public services, more reliable

public programmes and institutions that respond faster and more fairly to

everyday needs. When applied as a delivery tool, AI can catalyse growth and

help governments advance development goals across sectors. This chapter

explores what success looks like when governments are AI-ready and able

to deploy AI-enabled systems at scale with trust and legitimacy.

A 2035 Vision for AI Impact
Consider an LMIC that begins 2026 with limited fiscal space, fragmented

digital systems and acute delivery pressures. By 2035, this country is not an

AI superpower and does not compete at the frontier of model development.

Instead, it has focused on using AI to strengthen the foundations of

government delivery and to improve outcomes in areas where citizens feel

failure most acutely.

Early progress has come not from large-scale research investment, but from

sequencing reform around practical use cases. Basic data systems have

been cleaned and connected, DPI has been expanded, and AI-enabled

tools have been embedded into priority services such as health, education,

agriculture and social protection. These systems are adapted from regional

or global platforms, rather than built from scratch, and are aligned to local

priorities.

This progress comes from alignment at the centre of government. Political

priorities are translated into delivery goals through a small, empowered unit

that links ministries, budgets and data. Rather than launching a proliferation

The Vision: Harnessing
Technology for AI Impact02
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of pilots, governments focus on scaling what works, using AI to reduce

administrative bottlenecks and lower the cost of delivering services to

remote and underserved populations.

By 2035, visible gains have accumulated. Public-service waiting times have

shortened, network coverage has expanded and frontline workers are better

supported by tools that reduce workload rather than add complexity.

Governance has built trust with the people. These improvements free scarce

fiscal and human resources, allowing governments to reinvest in

foundational systems and gradually build domestic capability. In some

countries, this has enabled the emergence of local firms or regional

partnerships that support public-sector delivery.

This vision is ambitious but grounded. Each element reflects what is already

being demonstrated at local, sectoral or sub-national level across LMICs

today. What distinguishes success by 2035 is not access to frontier

compute or advanced models, but political leadership that treats AI as a

means to add public value, applies it where it solves real problems and

commits to sustained delivery over symbolic adoption.

Pathways to Impact
Achieving meaningful impact through technology and AI requires

recognising that innovation unfolds via incremental and transformational

change (Figure 2). Governments should pursue both pathways, but at

different speeds depending on sector readiness and needs.

Incremental innovation enhances what governments already do. It improves

the speed, cost and reliability of existing services without changing their

fundamental ways of operating. Like a horseshoe, which protects hooves

without altering the mode of transport, incremental reform doesn’t change

the destination or the mode of travel – it reduces wear, failure and friction in

the system already in use.21
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In public services, AI can help innovate how routine diagnostics are carried

out to reduce backlogs in primary health care, support teachers with lesson

planning and assessment, or streamline procurement to reduce delays and

leakage. These gains build confidence among frontline workers, service

users and political leaders, and demonstrate progress within politically

relevant timeframes. But incremental improvement should not become a

substitute for deeper reform. Without deliberate efforts to retire legacy

systems and organisational structures, AI risks optimising inefficiency rather

than eliminating it.

This is where transformational innovation is required. It enables governments

to do things that were not previously possible and redefines routine

processes: delivering proactive services that identify needs before citizens

seek help; offering personalised learning and health support through

multilingual, always-on digital front doors; using real-time simulation and

system-wide monitoring to guide decision-making. These innovations do

not simply optimise existing processes; they reimagine what an effective,

people-centred state can look like in the AI era.

Both pathways are essential. Incremental improvements can build trust,

reliability and institutional capacity, while transformational innovation enables

new models of service delivery and governance. Together, they define a

realistic trajectory towards intelligent, responsive and inclusive public

systems.
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FIGURE 2

The pathways to impact

Source: TBI

AI Impact Across Health, Education and Agriculture
Health and agriculture can serve as illustrative examples to ground the vision

for AI impact. They are sectors that are highly salient to citizens, and already

central to national development agendas. They provide a clear lens through

which to show how AI can translate into tangible public value.
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Health

Health is a priority for the public worldwide, but many governments face a

sustained and profound gap between their people’s needs and the

resources they have available to meet them. AI can play a role in bridging

this gap, enabling more people to get access to the care they need.

Every year, 9 million people die from treatable conditions due to gaps in

access to and quality of care.22 While significant strides have been made in

reducing unnecessary deaths, progress has stalled in many countries. The

world will lack 10 million health professionals in 2030, and a $10 billion fall in

overseas aid for health between 2024 and 2025 has further increased the

What do we mean by AI and AI impact?

AI refers to a family of data-driven methods that support prediction,

automation and decision-making, ranging from established machine-

learning systems to newer generative models capable of natural-language

and multilingual interaction.

In this paper, “impact” refers to public value. It describes AI’s ability to

materially improve how the state works for its citizens, particularly in areas

where governments today struggle to deliver. Impact is not defined by a

single macroeconomic indicator or headline efficiency gain, but by sustained

improvements in public value: faster and more reliable services, better-

quality decisions, wider inclusion, greater fairness, institutional resilience and

improved value for money. Impact is realised when AI measurably improves

day-to-day outcomes for citizens while helping governments do more with

less, sustainably and at scale.
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discrepancy between resources and need.23,24 It will take decades to train

and pay for the necessary doctors, nurses and clinics needed to improve

care by traditional means.

Responsibly deployed AI has the potential to accelerate progress by

expanding and improving quality of care, by helping people look after their

own health, and by enabling leaders to take better decisions. In the

Philippines, the Department of Health has integrated AI-enabled portable

chest X-ray screening into its national tuberculosis programme, using WHO-

recommended computer-aided detection to support rapid triage in

underserved areas.25 With deployment of portable units, screening that

previously could not be done without referral and delays can be carried out

in-community with results in minutes, accelerating confirmatory testing and

treatment initiation.

In Rwanda, TBI has supported the government in developing its first policy

for AI in health, using TBI’s AI in Health Framework to focus on where AI

could materially improve health outcomes and system performance. Rather

than starting with technology, an initial focus was placed on health-system

constraints – prioritising AI for diagnostics, clinical decision support, and

analytics to address workforce shortages and support more effective

allocation of limited resources. Rwanda has also recently been named as the

first country participating in the Horizon1000 initiative, a $50 million

partnership between the Gates Foundation and OpenAI, aiming to support

the country’s health workers through AI deployment in primary care and

communities.26

Agriculture and Environment Management

In agriculture and environment management, AI can help governments

balance growth with climate resilience at a time of intensifying pressure.

Climate shocks already impose severe economic costs on food systems in

LMICs.

Between 2008 and 2018, total crop- and livestock-production losses in

LMICs amounted to approximately $110 billion, driven largely by climate-

related hazards, while earthquakes and landslides alone accounted for
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around 13 per cent of total losses over the same period.27 These losses are

not inevitable: where governments invest in shared data infrastructure, early-

warning systems and digitally enabled extension services, AI can be

embedded into public systems to anticipate risks, coordinate responses and

alert farmers before shocks translate into irreversible damage.

In the Philippines, AI-based landslide mapping has strengthened disaster

preparedness and protected communities from health and livelihood losses,

showing how intelligent systems can enhance both safety and inclusion

(see AI for Climate Resilience case study). Such systems are already

reaching millions of smallholder farmers, reducing crop losses and

strengthening resilience to increasingly frequent climate shocks.

From Vision to Reality
The vision for AI in LMICs is one of transformation driven by state capacity,

not consumption. If these approaches can be scaled, the impact on

economies and society will be substantial. Where governments combine

political leadership with the ability to deliver, proportionate governance and

disciplined technology deployment, AI can do more than automate existing

processes: it can enable new models of inclusive growth and public-service

delivery.

This vision is not utopian. Elements of it are already visible: Rwanda’s data-

driven service delivery, Estonia’s digitally enabled government, India’s DPI,

Kenya’s mobile-first innovation ecosystem. What distinguishes successful

countries is not their wealth or technological sophistication but sustained

political commitment and execution over time.
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AI FOR CLIMATE RESILIENCE

The Philippines’ Landslide Risk-Mapping Initiative

The Philippines faces some of the world’s most severe climate risks, with

nearly 9 million people living in areas vulnerable to rainfall-induced

landslides. In partnership with TBI, the Department of Environment and

Natural Resources piloted an AI-powered landslide inventory and

probability-mapping tool to strengthen disaster preparedness and climate

resilience.

Using high-resolution satellite imagery and machine learning, the system

automatically detected and catalogued landslides across the country,

expanding coverage from 0.3 per cent to 19 per cent of national land area

and cutting analysis time from a week to just two hours. The model also

enabled landslide-probability mapping, making it possible to update

landslide probability and susceptibility maps as frequently as after every

typhoon, instead of at the current five-year cadence.

Beyond the technology itself, the initiative reimagines how the state can use

AI to anticipate rather than react, shifting disaster-risk management from

response to prevention. An essential component of the initiative is a policy

roadmap that aims to link early-warning data to risk-weighted public

budgeting, slope-specific building codes and new climate-financing

mechanisms.

The value of this initiative lies not only in improved risk mapping, but in how

the government chose to integrate AI into budgeting, regulation and

planning, turning predictive capability into institutional action.
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Across LMICs, AI pilots are multiplying and political ambition is high. But

despite potential and pockets of success, AI has not yet translated into

population-scale impact across economies or public services.

This gap reflects a set of mutually reinforcing constraints. Weak state

capacity limits coordination and procurement; fragile digital, data and energy

foundations raise costs and deepen dependency on other countries;

adoption stalls at the frontline without skills, incentives and workflow

integration; and governance limitations constrain deployment in sensitive

sectors. Together, these dynamics increase risk aversion and keep AI

initiatives in LMICs fragmented, externally dependent pilots, preventing

promising applications from scaling.

Weak State Capacity and Coordination
The most persistent barriers to scaling AI in LMICs are limited prioritisation

and alignment at the centre of government. Responsibility for AI and digital

transformation is often dispersed across ministries and agencies or

outsourced to development partners. No single authority is empowered to

coordinate priorities, pool demand or drive delivery across sectors.

Coordination failures can also occur between central and subnational levels.

These coordination challenges affect governments’ ability to deliver.

Where central coordination mechanisms do exist, they are not always

configured to enable delivery. Units established to oversee digital or AI

agendas are sometimes given formal authority without the delivery

capability required to execute, or operational responsibility without the

mandate, incentives or skills to drive change across government. In these

cases, coordination can become a bottleneck – slowing implementation,

blurring ownership and discouraging initiative – rather than a catalyst for

reform. The result is fragmented effort, delayed execution and pilots that

struggle to scale.

Why AI Impact Fails to Scale03
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These structural challenges manifest in long procurement cycles that far

exceed rapid AI-development timelines, duplicated pilots across ministries,

and heavy reliance on vendors for system design, implementation and

evaluation due to limited in-house capability.

Fragile Digital, Data and Energy Foundations
AI systems depend on data, compute, connectivity and reliable power.

Across most LMICs, these foundations remain uneven and fragile. Sub-

Saharan African countries experience an average of 87 blackouts a year,

compared to once a year in North America.28 Public-sector data is siloed

and non-interoperable, and domestic compute capacity is limited in most

LMICs. Energy reliability, cloud costs and restrictive contracts lock

governments and startups into external ecosystems.

Without secure digital and energy foundations, governments struggle to

host shared data platforms, localise AI models or negotiate favourable terms

for access to compute. While some reliance on external infrastructure is

unavoidable, weak foundations limit governments’ bargaining power over

cost, data use and exit options. Over time, this leads to dependence on

offshore providers and increases long-term fiscal, operational and

sovereignty risks.

These infrastructural gaps are compounded by financing constraints. Capital

for DPI, compute and energy remains concentrated in advanced economies

and is also susceptible to economic downturn. In Africa, technology

investment fell by more than 50 per cent between 2023 and 2024, and

South-East Asia saw a 29 per cent decline.29 Where institutions, planning

and procurement are weak, AI infrastructure is priced as high-risk, limiting

investment even where demand exists. The result of this is that viable

projects struggle to secure financing, reinforcing a cycle in which constraints

raise costs and deter the very investment needed to scale. This reflects an

ecosystem not adapted for technology integration.
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Adoption Bottlenecks at the Point of Delivery
Even where infrastructure is available, AI adoption often stalls at the point of

delivery. Health systems, schools, agricultural services and local

administrations face acute capacity constraints that limit uptake. Shortages

of skilled professionals, limited training and poor integration of AI tools into

existing workflows all undermine adoption. These workers often operate

under heavy workloads and tight accountability frameworks, with limited

tolerance for additional risk. If AI tools expose frontline staff to new forms of

scrutiny without clear benefit, or are otherwise difficult to integrate, they are

unlikely to be adopted in practice.

These bottlenecks mirror wider evidence on skills and information frictions

that shape how AI is adopted at the front line, particularly in high-pressure

public-service environments.30

In the absence of clear ownership, incentives and operational support, AI

systems will struggle to move from pilot stage into routine use.

Low Trust and Limited Governance Capability
Finally, limited governance capability and low trust constrain AI deployment

in sensitive sectors. While risks related to bias, misuse and opacity are real,

testing, monitoring and adaptation are often not standard practice.

Oversight mechanisms are often weak, and global governance frameworks

developed for high-income contexts are imported into LMICs without

adaptation to local capacity or social priorities.

Public-trust research shows that acceptance of AI depends less on abstract

principles and more on visible safeguards, transparency, human oversight

and possibilities for redress. Limited public literacy and awareness of how AI

systems work further compound these challenges, making it harder for

governments to communicate benefits, manage risks or secure consent for

deployment. Where safeguards are unclear or poorly understood,

governments face political resistance and regulatory backlash, even when
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systems could deliver clear public value. Governance approaches that

enable safe experimentation and actively build legitimacy through

transparency, engagement and learning are needed.

From Diagnosis to Action
The challenge is not a shortage of ideas or ambition, but the absence of

systems, capability and coordination to move from pilots to population-scale

delivery. These constraints are interdependent rather than sequential:

weaknesses in one area reinforce failures in others. The chapters that follow

directly address these binding constraints: strengthening state capacity,

securing digital and energy foundations, building an ecosystem, and

governing AI in ways that sustain trust as systems scale.
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Countries that make the fastest progress in digital transformation share one

defining feature: a capable centre of government that provides direction,

coordination and follow-through across the state.

Building this capability does not require creating large new institutions

overnight. Most LMIC governments operate under tight fiscal constraints,

making prioritisation essential. Progress depends on alignment and priority

at the centre of government and redesigning how the state plans, spends

and delivers, rather than layering AI onto fragmented systems (Figure 3).

Recommendation: Pin responsibility for transformation at the top of the

political agenda.

Governments should assign clear political and administrative ownership

for AI-enabled transformation to key decision-makers at the centre of

government, with the authority to set priorities, coordinate across

ministries and hold delivery accountable for outcomes achieved rather

than strategies or pilots launched.

Across various political and administrative systems, progress has depended

on whether the centre of government has the authority, capability and

mandate to translate political intent into delivery. Whether through the UK’s

AI Safety Institute within the Department for Science, Innovation &

Technology, Singapore’s Smart Nation and Digital Government Office, the

IndiaAI Mission in India’s Ministry of Electronics and Information Technology,

Rwanda’s Ministry of ICT and Innovation, or Saudi Arabia’s Data & AI

Authority, the common pattern is strong central direction that enables

coherence, prioritisation and accountability across government.

Strengthen Central Government
Capacity to Lead Digital
Transformation04
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In practice, this agenda is most effective when governments begin with a

limited number of national priorities tied to concrete outcomes that reflect

domestic constraints, service-delivery gaps and political objectives (see

Odisha case study). For example, the Albanian government prioritised the

use of AI to fundamentally retool the machinery of the state, turning EU legal

harmonisation from a multi-year administrative bottleneck into a scalable,

AI-enabled delivery function. This needs-driven approach helped with

alignment and deployment of AI. Establishing such a mandate can usually

be done within months and at relatively low fiscal cost, as the primary

investment is political and organisational rather than financial.

Over-centralisation can sideline sectoral expertise or weaken ownership

among line ministries and subnational actors responsible for execution,

while weak central authority allows pilots and priorities to proliferate without

scale. These dynamics can be reinforced by the political economy of line

ministries and agencies, which may have limited incentives to share data,

cede control or align behind common standards.

Addressing this risk requires a whole-of-government framework that

combines central coordination and escalation authority with clear

custodianship for line ministries (see Ukraine case study). The centre must

set priorities and unblock barriers, while ministries retain ownership of data

assets, delivery mandates and accountability for outcomes. Without this

balance, even strong political momentum at the centre will struggle to

translate into sustained adoption on the ground.

Recommendation: Build digital readiness across the government.

Governments should embed AI and digital capability into core state

systems, such as those used for planning, budgeting, procurement and

performance management, sequencing reform to digitalise high-volume

processes and digitise foundational data before deploying advanced AI

tools.

Predictive analytics can improve resource allocation and detect service gaps

in real time. Automating routine processes such as payroll checks,

procurement verification or case triage can reduce administrative burden
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and free up staff time and fiscal space. Many of these gains depend less on

advanced AI than on well-digitalised processes and reliable data, with AI

increasing their scale, speed and adaptability.

Experience from countries such as Kenya and Rwanda, where TBI has

supported central delivery dashboards, shows that integrating AI into core

management systems can shift government from static reporting to

continuous learning.

Operationally, this work is usually led by ministries of finance or planning,

working closely with the centre of government and digital authorities. Costs

are often lower than the cumulative cost of fragmented legacy-IT

modernisation or repeated fragmented pilots. Attempting to digitalise all

functions simultaneously increases complexity and failure risk. Effective

sequencing starts with digitalising high-volume, low-discretion processes

and core data systems, before layering AI into more complex planning,

regulatory and decision-making functions.

The main risk is attempting to implement AI where digital readiness is not

yet in place – leading to the automation of poor-quality data or inefficient

processes, and to over-customisation that limits scalability. Leaders must

therefore choose to embed AI deeply only where digital foundations are

sufficiently strong and public value is clear.

Recommendation: Strengthen technical procurement to enable delivery

and create demand.

Governments should build in-house technical capability to reform public

procurement so they can buy AI solutions to solve clearly defined

service problems, manage vendors and contracts effectively, and use

public demand to shape markets toward scalable, interoperable

solutions.

Political leadership and digital foundations are necessary but not sufficient

to deliver AI impact. Delivery can be supported by the government’s central

procurement capability, driven by solving problems rather than using

solutions. This requires the ability to specify problems clearly, select
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appropriate technologies, negotiate contracts that allow systems to evolve

and avoid vendor lock-in. Without this capability, AI systems will struggle to

integrate across public services and will remain fragmented.

Effective procurement does more than enable delivery; it also creates

demand. In LMICs, markets alone rarely deliver AI adoption at the speed or

scale required to improve public services. Governments are often the largest

and most credible buyers, and how they spend shapes which solutions

scale, which firms survive and how quickly ecosystems develop.

Governments need mechanisms to assess whether systems perform

effectively in local contexts, not just in laboratory settings. Context-specific

benchmarks and performance metrics can guide procurement decisions

and prevent the scaling of underperforming systems. Initiatives such as

AfroBench, which evaluates large language models across 64 African

languages, illustrate how benchmarking can support better purchasing

decisions and real-world delivery.31

The main implementation challenge is balancing coordination with

ministerial ownership. Over-centralisation can slow innovation and generate

resistance, while weak central authority leads to fragmentation. Early efforts

should focus on defining problems, setting standards and agreeing outcome

metrics. As systems mature, responsibility should shift decisively to

ministries, with the centre of government retaining a role in assurance and

continuous improvement.

Used well, procurement is not a back-office function but a core component

of effective state capacity.
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ODISHA, INDIA

Building State Capacity for AI-Driven Delivery

Over the past decade, the economic growth of Odisha, a state on India’s

eastern coast, has outpaced the national average, driven by advancements

in its IT and manufacturing sectors. Building on this trajectory, the state is

now seeking to apply a similar delivery-led approach to social and

developmental outcomes by embedding AI across government.

Odisha’s ambition is to position itself as a national hub for AI deployment

and innovation, using AI as a practical tool to accelerate progress in priority

sectors including health care, education, agriculture, climate resilience and

governance. Rather than treating AI as a standalone digital initiative, the

state has approached it as a whole-of-government reform agenda.

With support from TBI, Odisha has developed a state-level AI vision and

strategy aligned with India’s national AI mission. As part of this process,

more than 30 high-impact AI use cases were identified and prioritised

across key departments, alongside detailed implementation roadmaps to

move from pilots to deployment. To support execution, strategic levers for

ecosystem building were defined, with clear targets and action plans

covering infrastructure readiness, workforce skills and policy enablers.

Odisha’s approach illustrates how strong political leadership can translate AI

ambition into delivery by focusing on prioritisation, coordination and

institutional capability, rather than frontier technology alone.
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FIGURE 3

The AI-adoption matrix

Source: TBI

Note: These categories represent distinct implementation patterns rather than a maturity progression. Context-appropriate

strategies may begin in any quadrant, though whole-of-government transformation offers the greatest potential for inclusive,

sustained impact at scale.
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UKRAINE

Using AI to Strengthen Digital Capacity and Service
Delivery in Crisis

Political leaders in Ukraine set a clear national vision for digital

transformation, backed by an empowered Ministry of Digital Transformation

with the authority to coordinate initiatives, set interoperability standards and

drive cross-government adoption.

These institutional arrangements enabled the creation of delivery

mechanisms that integrate AI into everyday public services. Through

platforms such as Diia and the new AI-powered assistant Diia.AI, Ukraine

now embeds automation and AI-driven guidance into processes ranging

from information access to service verification. This approach reduces

administrative steps, improves user experience and supports more

consistent delivery across ministries.

Ukraine’s experience demonstrates that scalable AI deployment depends

less on individual tools and more on political leadership, coherent

institutional architecture and dedicated delivery capability. With strong

institutional foundations, AI deployment can accelerate across government.

These building blocks allow governments to move from experimentation to

routine use of AI in core public services.
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For countries that have placed AI high on the political agenda, impact at

scale depends on having the physical and digital infrastructure to support it.

Connectivity, compute, data and energy form the backbone of the AI

economy, yet access to these foundations remains deeply unequal across

the globe. Without deliberate investment in these core systems, AI initiatives

struggle to move beyond pilots and deliver sustained public value.

Without such foundations, governments cannot run sensitive workloads,

deliver AI-enabled public services at scale or assure the safety and

accountability of the systems they rely on. Leaders therefore face a decision:

which layers of the AI stack must be secured domestically, which can be

accessed regionally and which can be outsourced without undermining

public value.

Recommendation: Expand connectivity and inclusion.

Governments should treat digital connectivity as a strategic public good,

targeting underserved regions and using public finance, demand

aggregation and partnership models to de-risk last-mile deployment.

Equitable access to AI begins with connectivity. Broadband networks, cloud

infrastructure and local data exchanges form the building blocks of digital

opportunity. In most LMICs, however, existing investment models continue

to concentrate resources in commercially viable urban corridors, while high

capital costs, weak demand aggregation and unresolved last-mile

economics render rural deployment unprofitable.

Left to market forces alone, connectivity will expand where returns are

highest, not where public value is greatest. Governments must therefore

decide whether connectivity is treated as a byproduct of private investment

or as a strategic public good. Targeting broadband funds at low-return

Secure Digital Infrastructure and
Ensure Widespread Access05
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regions, de-risking rural deployment through development banks and

aggregating public-sector demand are not technical fixes but deliberate

policy choices that maximise participation in the digital economy.

In addition to government, mobile operators and technology providers have

shown their role in this transition. Initiatives such as those convened by the

GSMA bring together Africa’s leading mobile operators, cloud providers and

AI developers to improve backbone connectivity, share infrastructure and

align investments around inclusive AI use cases.32 Microsoft’s connectivity

programmes across Africa similarly focus on closing coverage gaps by

providing internet to more than 117 million people across Africa.33 Since 84

per cent of broadband connections within LMICs occur through mobile

devices, compared to 57 per cent globally, such advancements will be

game-changing.

In this context, the role of the state is not to replace private providers, but to

convene, regulate and de-risk. Governments can convene operators, cloud

providers and financiers around shared coverage goals; regulate access,

infrastructure sharing and spectrum use to reduce duplication and lower

costs; and de-risk investment by using public finance, guarantees or anchor

institutions to make marginal deployments viable. These interventions shape

the conditions under which private capital flows, rather than substituting for

it.

Public-service facilities can further amplify inclusion when governments

choose to use them as digital anchors. Schools, libraries and hospitals can

double as shared digital-access points, hosting connectivity and computing

resources for communities. Successful examples such as Kenya’s

Community Learning and Resource Centres34 and India’s Common Services

Centres35 show that public infrastructure can catalyse AI readiness and

adoption when paired with private-sector innovation.

Recommendation: Gain access to compute capacity via local and

regional hubs.
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Governments should secure affordable and resilient access to compute

through a layered strategy that combines limited domestic capacity for

sensitive and mission-critical workloads with regional or public–private

compute hubs, rather than pursuing premature national self-sufficiency.

Compute power is a strategic asset underpinning innovation, economic

competitiveness and national resilience. For many governments,

dependence on foreign cloud providers creates structural vulnerabilities and

limits the ability to deploy AI systems aligned with domestic priorities.

Building national-scale data centres or supercomputers is neither feasible

nor efficient for most countries. Regional collaboration offers a more realistic

pathway. Initiatives such as the Euro High Performance Computing Joint

Undertaking,36 which enables smaller countries like Estonia to access high-

performance computing through systems such as Finland-based

supercomputer LUMI, demonstrate how shared infrastructure can provide

secure access to advanced compute without full national ownership.

Public–private hub models also show how regional access can be expanded

at scale. The partnership between Groq and Aramco Digital37 to establish a

large AI-inference facility in Saudi Arabia illustrates how countries with

strong data-centre ecosystems can host regional compute hubs. This

approach can be secured by keeping governments in control of their data,

supported by strong encryption and binding contractual commitments.

For mission-critical functions – including public-service delivery, security and

emergency response – governments should retain some domestic compute

capacity to ensure operational continuity. This layered approach balances

sovereignty, resilience and cost, while reducing the fiscal burden on

individual states. Sequencing is critical: premature national investments

without reliable foundations or sustained demand can risk creating stranded

assets.

Recommendation: Build interoperable national data infrastructure.
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Governments should modernise foundational data systems by investing

in interoperable registries, secure data-exchange layers and priority data

sets that reflect local languages and contexts, enabling AI systems to be

adapted, governed and scaled for domestic public services.

AI-driven systems depend not only on connectivity and compute, but on

high-quality, accessible and interoperable data. Often, core data sets such

as population registries, land records, health-information systems and

energy telemetry remain fragmented across ministries, incomplete and

designed for periodic reporting rather than real-time use. These systems

were not built to support continuous analytics, model training or system-

level learning, all of which are essential to deploy context-specific AI.

Language compounds this challenge. Around 49 per cent of all online

content is in English,38 while many LMICs operate primarily in languages that

are sparsely represented in global training data. As a result, widely used AI

models perform best in a narrow set of linguistic and cultural contexts, and

struggle to generalise to local settings (“generalisation” being the ability of a

model to extend to and capture the local context). Building effective AI

systems for under-represented languages and contexts is therefore not

simply a matter of translation. It requires sustained investment in centralised

data collection, annotation and governance that reflect local linguistic,

social, cultural and institutional norms, including how knowledge is

produced, social rules are interpreted and policy decisions are made.

Governments should therefore treat national data systems as critical

infrastructure. This means modernising foundational registries, establishing

secure data-exchange layers that enable trusted sharing across agencies,

and investing in platforms that support real-time data flows for public

services. This will accelerate the research and scaling of local models (with

InkubaLM, a model trained in five African languages,39 as one example) built

for local users with their social and economic realities in mind. Data sets

should start with demand, rather than supply, and prioritise one or two

strategic data sets.
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When paired with national or regional compute hubs, shared data

infrastructure becomes a powerful enabler of innovation. Hosting priority

data sets and open models within secure national or regional environments

allows researchers, startups and public agencies to develop solutions

tailored to local needs to maximise AI impact.

Recommendation: Build reliable energy systems aligned with AI

deployment.

Governments should integrate AI-driven digital demand into national

energy planning and align investments in power generation, grids and

data infrastructure, using regional energy markets and renewable-

powered infrastructure where domestic reliability is insufficient.

Half of the world’s data-centre energy demands are expected to come from

AI by 2030. Without deliberate planning this will place additional strain on

already fragile grids. For AI to scale sustainably, countries need access to

cheap, reliable and abundant power, alongside grids capable of delivering it

consistently.

Digital and energy systems are often developed in isolation but considering

them together is essential. The most sustainable pathway is a dual focus:

expanding firm generation to ensure adequate baseload supply, and

modernising grid infrastructure to improve reliability, flexibility and storage

capacity.

Where these conditions cannot yet be met domestically, governments

should take a pragmatic approach to compute access. Rather than investing

prematurely in national data centres powered by unreliable or high-cost

electricity, countries can rely on remote cloud infrastructure for non-

sensitive workloads or participate in regional compute hubs located in

countries with stronger energy systems and surplus generation capacity.

Regional energy markets such as the Southern African Power Pool already

provide a foundation for this approach by stabilising supply and enabling

access to consistent baseload power for energy-intensive workloads.
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Investing in smart grids and energy-efficient data centres can reduce

operational costs and emissions while helping to address the wider energy

deficits that constrain economic development in many LMICs. Countries

such as Egypt and Morocco40 are already demonstrating what is possible

through renewable-powered data facilities that combine geothermal and

solar energy, showing how AI infrastructure can accelerate – rather than

compete with – the transition to more reliable power systems. This has been

enabled by deliberate regulatory reform, credible utility governance, long-

term power-purchase arrangements and alignment between energy, digital

and industrial policy. When approached in this way, the AI agenda can serve

as a catalyst for long-overdue energy-sector reform, strengthening fiscal

stability, service reliability and long-term growth.
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Even where governments have built state capacity and invested in digital

infrastructure, AI impact can fail to spread beyond isolated deployments.

The binding constraint is no longer only technology or access, but whether

local ecosystems are organised to adopt, adapt and routinely use AI at

scale.

Accelerating adoption is therefore a question of implementation and

incentives – specifically whether AI can be embedded into real delivery

systems in health, education, agriculture and public administration. Impact

depends not on experimentation alone, but on aligning incentives,

workflows and accountability so AI becomes part of routine practice rather

than a standalone tool.

Recommendation: Invest in talent and research.

Governments should invest in both broad-based AI literacy for frontline

workers and selective research capacity aligned with national priorities,

sequencing mass skills development to ensure adoption, relevance and

sustainability.

For LMICs, this requires sustained investment in talent and research

capability to ensure AI systems can be developed, adapted and used

effectively in local contexts. Currently, only 10 per cent of global research

and development takes place in LMICs, limiting domestic capacity to shape

AI applications and increasing reliance on imported models. Expanding the

pipeline of skilled practitioners – across development, deployment and

oversight – is therefore essential for both innovation and adoption.

Some countries illustrate what is possible. Estonia is aiming for 80 per cent

elementary AI- and data-skills attainment within broader society by 2030

and Singapore has trained 243,000 individuals in AI via government

upskilling programmes.41 Achieving similar progress requires strengthening

Create Ecosystems to Accelerate
AI Adoption Across Sectors06
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universities and technical colleges, supporting AI-focused degree

programmes, and offering scholarships, research grants and faculty

partnerships with leading global institutions. At the same time, LMICs need

domestic research ecosystems capable of generating locally relevant

innovation – from language technologies and climate modelling to health

and agricultural applications. Investing in research centres, national labs and

joint industry–academia programmes help ensure countries are not solely

dependent on imported models, and can shape and adapt AI to their own

priorities and contexts.

Beyond advanced expertise, widespread applied skills are essential.

Realising the potential of AI requires not just technical innovation but

deliberate efforts to embed intelligence into practical work and elevate

human capability across sectors. Frontline workers in sectors such as health,

agriculture, education, manufacturing and public administration must

understand how to use AI tools effectively and responsibly. Vocational

programmes, digital-skills training and continuous professional development

can help technicians, teachers, extension workers and civil servants

integrate AI into daily practice, ensuring that the benefits of AI are spread

more widely across the labour market.

In practice, skills-and-research investment is led by education and labour

ministries, coordinated by the centre of government to ensure alignment

with adoption priorities. The central trade-off is depth versus reach:

investing heavily in elite research without widespread applied capability risks

fragmentation, while broad training without institutional anchors limits

sustainability. Broad-based literacy and applied skills deliver early returns,

while advanced research capacity should be built selectively where it

supports priority use cases.

Recommendation: Scale high-impact AI deployments through localised

technology.

Governments should prioritise scaling AI deployments that address

concrete service bottlenecks, and are trained on local data, embedded in

real delivery workflows and assessed early against clear performance

thresholds, rather than sustaining open-ended pilots.
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High-impact, citizen-facing deployments in sectors such as health

diagnostics, education delivery and agriculture are essential, but need to be

designed from the outset for integration, learning and scale.

This means grounding deployments in service needs and local conditions.

AI-assisted disease screening in rural clinics, for example, must be trained

on local data, operate in local languages and be embedded in referral

systems rather than run as standalone tools. Multilingual interfaces are core

to inclusion and adoption. Governments should procure such tools with

clear performance metrics and alignment to national priorities, ensuring that

successful systems are integrated into national workflows rather than

remaining fragmented pilots.

The key trade-off is experimentation versus commitment: excessive piloting

undermines credibility, while premature scaling without learning can amplify

harm. This is where expert technical procurement can guide the process.

Recommendation: Leverage open source to accelerate innovation.

Governments should support open-source models, tools and data sets

as shared digital infrastructure, using procurement, funding and

stewardship to reduce costs, enable localisation and avoid long-term

dependence on proprietary systems.

Rather than competing at the frontier, open models, tools and data sets

allow countries to focus on diffusion, adaptation and practical problem-

solving – lowering costs, avoiding vendor lock-in, and enabling AI systems to

be tailored to local languages, institutions and public-service needs.

As outlined in TBI’s recent paper on open source, the real opportunity lies

not in building standalone national models, but in cultivating open-source

ecosystems that turn AI into usable infrastructure. Governments can

support this by enabling access to open models, investing in reusable

software tools and developing shared data sets in areas such as agriculture,

health, education and climate resilience. Open-language models, agricultural

data commons or health-data sandboxes can provide platforms that local

researchers, startups and public agencies can build on. Partnerships with
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universities, civil society and the private sector are essential to ensure these

assets are high quality, secure and sustainably maintained. For example,

edtech company EIDU has open-sourced its codebase to support

affordable and scalable digital-learning solutions.42

Open source also strengthens governance and resilience. Transparent

systems are easier to audit, adapt and integrate across agencies, helping

governments retain control over how AI is deployed. Open standards

improve interoperability, while shared codebases reduce long-term

dependence on single suppliers. To realise these benefits, governments can

fund local developer communities, support the maintenance of critical

open-source infrastructure, host open-data repositories and prioritise open

standards in public procurement.

In practice, successful open-source initiatives are often led by digital or

innovation ministries working closely with universities, local developer

communities and regional partners. Done well, these efforts can build

durable local opportunities, support regional collaboration and ensure that

AI adoption in LMICs delivers tangible public value rather than deepening

dependency.

Recommendation: Structure public–private partnerships and demand-

side policies.

Governments should work with private firms to access infrastructure,

platforms and expertise while setting clear conditions on interoperability,

data governance, skills transfer and exit, ensuring partnerships build

domestic capability rather than entrench dependency.

Private firms control much of the infrastructure, platforms and expertise

required to deploy AI at scale, and partnerships can accelerate adoption far

faster than public provision alone. They also have the resources to test and

validate models with ethical guardrails.43 The strategic challenge for

governments is therefore not whether to work with industry, but how to do

so in ways that build domestic ecosystems, create demand and avoid long-

term dependency.
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In South Africa, Vodafone has delivered AI-enabled agriculture extension

services to smallholder farmers through mobile networks, demonstrating

how private platforms can extend services at scale.44 At the same time,

infrastructure providers including Amazon Web Services, Teraco and

Dimension Data have committed more than $1 billion to expand data-centre

capacity.45 Industry bodies such as the South African Artificial Intelligence

Association (SAAIA) demonstrate the value of neutral platforms that

convene startups, large firms, researchers and government agencies around

shared standards, skills development and knowledge exchange.46

Similarly, Singapore’s Triple Helix partnership provides a connection between

research community, industry and government to facilitate research

collaborations, and the rapid commercialisation of fundamental AI research

and deployment of AI solutions.47 Together, these examples show that

private and hybrid institutions play a critical role in extending infrastructure

and resources. Their impact depends on active government engagement to

shape demand, align incentives and steer adoption towards public goals.

The central trade-off in industry partnership is speed versus agency. Poorly

structured partnerships can deliver rapid deployment but entrench vendor

lock-in and external dependence. Well-designed partnerships embed

requirements for interoperability, data access, skills transfer and exit,

allowing governments to rebalance towards greater domestic provision as

ecosystems mature.
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As AI solutions move from pilots to routine use, governance becomes

central to whether they deliver real public value. Done well, governance

supports growth by lowering transaction costs, enabling fair competition

and facilitating cross-border interoperability. Done badly, it produces either a

vacuum, where there is an absence of adequate regulation to facilitate AI-

industry growth and safe adoption by the public, or a form of governance

theatre, where laws and principles outpace enforcement capacity and

undermine credibility.

For LMICs, the objective is a practical model of governance that makes AI

safe to scale and valuable in delivery. Effective governance enables trust,

legitimacy and adoption at scale by combining technical, procedural and

social tools rather than relying on regulation alone.48

Recommendation: Pursue a sector-specific, evidence-informed

approach to AI governance.

Governments should embed AI governance within sector regulators and

delivery ministries, grounding oversight in evidence from real

deployments and focusing enforceable requirements on high-impact

public functions, in alignment with national and international AI

frameworks.

For LMICs, effective governance starts with strengthening existing delivery

systems and assurance mechanisms, updating existing legal foundations

and grounding policy in evidence from local deployments.

AI governance becomes most effective when it attaches to where decisions

are made and services are delivered, not to abstract definitions of AI

systems. In practice, this means empowering existing regulators and

Develop Governance to Build
Trust, Enable Growth and Ensure
Accountability07
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ministries to set enforceable requirements for the AI they procure or deploy

in their domains, including health, education, agriculture, finance, social

protection and public administration.

A practical starting point is to articulate a small number of nationally

endorsed governance commitments, such as safety, fairness, accountability

and security, but to operationalise them sector by sector. What “safe”

means for a clinical-screening tool differs from what it means in an

education-placement system, and the evidence required before scaling

must reflect those differences.49 This approach is both more feasible for

states with limited regulatory capacity and more credible for citizens

because it anchors governance in real service contexts rather than

abstraction.

Sector-specific governance also supports growth and diffusion. Clear,

predictable rules reduce uncertainty for providers, strengthen procurement

leverage for governments and help ensure that AI adoption strengthens

domestic capability rather than deepening dependency.

In some cases, horizontal laws that apply across all sectors and use cases

can also support effective governance. For example, transparency

requirements that enable regulators to more effectively appraise the

systems they are going to use for whether they are safe and fit for purpose.

Their purpose should be to set a small set of baseline obligations, such as

serious-incident reporting or transparency expectations for high-impact

deployments,50 while providing shared tools and guidance that sector

regulators can draw on.
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SINGAPORE

Practical, non-prescriptive AI governance for scale

Singapore’s approach to AI governance illustrates how trust and scale can

be built on top of enforceable baseline regulation without comprehensive,

one-size-fits-all AI laws. Its Model AI Governance Framework for Generative

AI emphasises practical guidance and assurance over prescriptive

regulation, focusing on how AI systems are deployed and managed in real

contexts.51

This framework operates alongside existing, legally binding regimes –

including data-protection law and sectoral regulatory powers – which

provide enforceable requirements for transparency, accountability and

redress. Rather than relying on horizontal rules, the framework sets out key

governance dimensions such as accountability, safety, testing and

assurance, and content provenance, while emphasising shared responsibility

across the AI value chain and continuous evaluation as systems evolve.

High-level principles are paired with operational guidance that sector

regulators, delivery ministries and deploying organisations can apply in

practice, including through procurement requirements, assurance processes

and supervisory engagement. This approach prioritises operationalisation

over abstraction, helping to avoid governance theatre and reduce

uncertainty for deployment.

Singapore’s experience demonstrates how sector-specific, evidence-

informed governance and assurance can make AI safe to scale while

supporting innovation and adoption, while still leaving room to strengthen

formal requirements over time as risks and capabilities evolve.
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Recommendation: Build assurance and accountability capacity that

makes AI safe to scale.

Governments should strengthen or establish independent-assurance

bodies with clear mandates, technical expertise and enforcement

powers to test, monitor and correct AI systems over time, and to hold

both public and private actors accountable for harm.

For most LMICs, the binding governance constraint is not the absence of

principles, but the absence of assurance capability. Governments need the

ability to seek evidence, validate performance, detect failures in deployment

and respond when things go wrong.

Effective assurance requires intervention at multiple levels of the AI

ecosystem. In practice, this means: governance tools that address

organisational governance processes and accountability structures within

deploying agencies and suppliers; product- and application-level

requirements tied to specific service workflows; and operational safeguards

that shape how systems are used in practice, including access controls and

user behaviour. This reflects the reality that risk does not sit in the model

alone, but emerges from deployment contexts, incentives, institutional

weaknesses and downstream use.

Accountability is also distributed across an AI supply chain: model

developers, integrators, procuring agencies, frontline users and cloud

providers. Governance must allocate responsibilities across this value chain

and enforce them through procurement contracts, licensing conditions and

sector regulation, not through voluntary commitments alone. In practice,

contracts should require documentation, audit rights, update controls,

security commitments, incident reporting and clear remediation pathways.

Assurance should be evidence-informed by design. Governments should

treat continuous monitoring and evaluation of AI-application performance as

core governance functions, not afterthoughts. This is particularly important

for models that are frequently updated and experience performance shifts

over time.
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A practical way to make this operational is through cross-government

decision checkpoints that determine whether an AI system can move from

pilot to wider deployment. Governments should require proportionate

evidence that it improves outcomes versus the status quo, meets minimum

safety and equity thresholds in the target population, can be monitored in

deployment, and has a clear incident-response and redress path. Where

evidence is mixed, governments should adapt the intervention rather than

defaulting either to prohibition or unchecked scaling.

For LMICs, a critical priority within assurance is the development of

multilingual and locally grounded evaluation. Methodologies that operate

only in English risk obscuring failure modes in low-resource languages and

culturally specific contexts. Governments should invest in and partner with

academia and regional research networks to develop evaluation approaches

that reflect linguistic diversity and real-world service conditions. Regional

cooperation can help keep costs manageable, especially for specialised

testing capability.

Assurance must also be sequenced. Governments should start by

specialising in a limited set of high-value capabilities – such as security

assessment for public systems, audits of update and change-management

processes, language evaluation and incident reporting – rather than

attempting to cover all risks at once.

Recommendation: Build trust through delivery, transparency,

participation and effective redress.

Governments should build trust in AI by earning and maintaining a social

licence for its use: demonstrating measurable public value, embedding

transparency and human accountability into deployments.

Trust grows when citizens experience AI systems as fair, accountable and

oriented towards clear social benefit. Governments should therefore pursue

delivery-led governance: piloting AI in real settings, measuring improvement

against the status quo and scaling up AI use only where benefits are

evident. Performance must be communicated clearly and honestly.
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Trust also depends on the everyday design of decision processes. In high-

impact contexts, such as welfare eligibility, clinical triage, student support or

law enforcement, governments should specify when humans remain

accountable, what constitutes meaningful oversight and how to prevent

automation bias. Where risks are primarily technical, the response should

prioritise secure design and monitoring. Where risks are procedural,

safeguards must be built into workflows.

Transparency should be practical and functional, not purely declaratory.

Governments can strengthen trust by maintaining public registers that set

out the purpose, responsible owner, supplier and risk level of every AI

system used in government; adopting routine reporting standards for high-

impact deployments so disclosure is comparable across agencies; ensuring

clear frontline communication about what systems do, what they do not do

and where humans remain accountable; and by implementing content

provenance and authenticity measures for generative-AI use cases involving

public communications.

As public-sector use expands, governments must also be visibly

accountable for AI-related harms. This includes requiring impact

assessments for high-impact systems, publishing them in accessible

formats and ensuring clear legal pathways to contest automated or

algorithmically assisted decisions.52 Redress mechanisms should be easy to

access and effective in practice, reinforcing the principle that AI does not

dilute human responsibility within the state.

Public participation is also key, enabling the public to meaningfully input into

decisions about AI use and governance to ensure public-interest orientation.

For LMICs, this helps prevent narrow interests from shaping AI systems,

builds social licence and enables early detection of failures. Governments

should institutionalise consultation, user engagement and frontline feedback

loops that inform system design, regulatory refinement and system

deployment. Mechanisms can be lightweight but concrete: user panels for

high-impact services, frontline reporting channels for system errors, and

periodic public reporting that explains what has been learned and what has

changed as a result. AI-enabled online deliberations, for example through
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platforms like Pol.is, are also an effective way to engage large-scale and

nuanced public consultations at low cost in order to inform confident

decision-making about AI deployment and use in the public interest.

Over time, trust is built not by promising perfect control, but by

demonstrating competence: deploying AI where it noticeably improves

outcomes, correcting failures quickly and transparently, and making

accountability visible.
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AI is no longer a question of if, but how. The defining challenge of this

decade is translating technological promise into tangible public value that

citizens experience in their everyday lives. The countries that succeed will be

those with clear political intent, strong state capacity and the discipline to

prioritise delivery over symbolism.

Delivering AI impact therefore begins with the state itself. For citizens, this is

where AI either becomes meaningful, damaging or invisible. Political leaders

must reimagine government as a digital enabler of delivery. This means

strengthening central government capacity to lead digital transformation, so

that ambition translates into execution; investing in the digital, data and

energy infrastructure that makes deployment possible; cultivating

ecosystems that spread adoption across sectors; and governing AI in ways

that build public trust as systems scale. Done well, these changes will

materially change citizens’ experience of public services and determine

whether AI becomes a driver of inclusive growth or another source of

dependency.

This is not an agenda to be pursued all at once. Progress depends on

deliberate sequencing: building coordination and foundations first, then

scaling adoption through priority use cases where benefits to citizens are

clear and measurable, and deepening governance as systems move into

routine use. Getting this order right allows governments to move fast where

value is clear, while avoiding fragmentation, wasted effort or premature

regulation.

The prize is a generation of governments that are not merely consumers of

innovation, but active producers of public value via AI.

This is a leadership agenda for the AI age. The countries that act now with

focus, sequence reforms effectively and govern with confidence will not only

shape their own development paths but help define, through the use of

Conclusion
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technology, a more inclusive global order in which AI measurably improves

lives, strengthening the relationship between states and the people they

serve.
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