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The Data & Trust Alliance is a not-for-profit consortium established  
in September 2020. It brings together leading businesses and institutions to 
learn, develop, and adopt responsible data and AI practices. It is co-chaired 
by Ken Chenault, chairman of General Catalyst and former chairman and 
CEO of American Express, and Sam Palmisano, former chairman and CEO  
of IBM.
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$93B
was the total global 
corporate investment in  
AI start-ups in 2021.1  
 
*311  
was the record number of 
AI mergers and acquisitions 
deals in 2021—up 96% 
since 2020).2 

1Global Total Corporate Artificial Intelligence (AI) Investment from 2015 to 2022, Statista, May 2022

2State of AI 2021 Report, CB Insights Research

Businesses across industries are transforming into data enterprises and 
investing at record rates in AI-focused acquisitions. Yet, neither the risks 
nor the opportunities presented by these acquisitions are adequately 
assessed by traditional due diligence.

Risks such as algorithmic discrimination, lack of transparency and 
unreliable performance are increasingly the causes of AI failures. Critically, 
the start-up’s culture—the values, people and processes that govern its 
use of data and AI—is arguably the best indicator of its long-term value 
as an acquisition. Clarity on these criteria is needed for both acquirers and 
startups, from the beginning of their conversations.

Therefore, the Data & Trust Alliance has created Responsible Data 
& AI Diligence for M&A, a new tool for use by M&A teams in their 
target screening and due diligence to assess the value and risks of data, 
algorithms, and the cultures in which they are built.

01 Responsible 
Culture  
Diligence

02 Data  
Diligence

03 Algorithmic  
Diligence

27 questions that assess how data is sourced, used, and 
responsibly governed in order to understand its true value  
and utility for an acquirer. 

39 questions that assess a model’s design, deployment, and 
monitoring to ensure the model performs as claimed, in a way  
that minimizes unintended consequences. 

10 questions that assess a target's mindset around data/AI  
and the mechanisms used to sustain a culture of responsibility 
and rigor.  
 
This diligence set is a strong indicator of values alignment  
and is therefore suggested for the target-screening process. 

INT RO D U C TIO N

About 
Responsible Data  

& AI Diligence 
 for M&A
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R E SP O NSIB L E DATA & AI  DIL IG EN CE FO R M& A : USAG E

When to use 
Responsible Data  

& AI Diligence  
for M&A

How to use 
Responsible 

Data &  
AI Diligence 

for M&A

The modules were designed to be used  
during two phases of the M&A process:  
Target Screening and Due Diligence. 

The modules were developed with different acquisition strategies in 
mind. Here are the following module combinations we recommend 
depending on the types of acquisitions you typically make: 

02 
Data  
Diligence

 03 
Algorithmic  
Diligence

01
Responsible 
Culture  
Diligence

01
Responsible 
Culture  
Diligence

01
Responsible 
Culture  
Diligence

Deals where DATA  
is the main value driver

Deals where AI  
is the main value driver

Deals where TALENT 
is the main value driver

+ +

M&A Strategy Target Screening Due Diligence Transaction Execution Integration

02 
Data  
Diligence 

03 
Algorithmic  
Diligence

01
Responsible 
Culture  
Diligence
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R E SP O NSIB L E DATA & AI  DIL IG EN CE FO R M& A : AD O P TIO N

Responsible Data & AI Diligence for M&A is designed to be used in  
its complete form but can be adapted to fit the goals and sizes of  
your acquisitions.

Adoption of these diligence modules means your organization uses all  
three modules. However, which questions you use are at your discretion. 
 
Importantly, many of these questions are designed for use pre-acquisition. 
We have outlined a subset of "high priority" questions that are strongly 
recommended for use pre-acquisition, as it may be difficult or impossible  
for you to remedy those issues at a later point in time.

Adapting 
Responsible Data 

& AI Diligence  
for M&A to  

your organization 



Expertise needed for this diligence

1. An M&A lead who is generally knowledgeable about data and AI.  
Deep technical expertise is not required. If this is not possible, invite a 
member of your data science or AI risk organization who has experience 
running teams.

2. The business unit lead who will oversee the team being acquired. 
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R E SP O NSIB L E DATA & AI  DIL IG EN CE FO R M& A : COM P O N ENTS

AI/ML models are fundamentally different from previous information 
technologies; their underlying hypotheses must be constantly tested and 
monitored. That testing and monitoring is carried out by the organization’s 
people. Without a culture of responsibility, AI failures can grow in frequency 
and intensity. Assessing the skills, values, and mindset of the people who 
design, deploy, and manage these technologies is just as important as 
assessing the technology itself. 

This module includes 10 questions to assess a target's mindset around data 
and AI and the mechanisms in place to create a culture of responsibility and 
rigor. Maturity in this area is a strong indicator that a wide range of risks may 
have been considered and mitigated. 

This module contains:

01 
Responsible 

Culture  
Diligence

Response Guidance 
Guidance to help assess 
target responses

Scorecard Sheet 
A scoresheet to grade 
and compare targets

Questions 
10 core questions to help 
facilitate the conversation, 
and education on why each 
question is important



Expertise needed for this diligence

1. Expertise can be drawn from data diligence teams, data science teams, 
and/or information technology teams.

2. Legal and compliance expertise is also necessary (with respect to 
regulation around data privacy and security).
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R E SP O NSIB L E DATA & AI  DIL IG EN CE FO R M& A : COM P O N ENTS

Companies increasingly acquire targets for their data assets. Current data 
diligence includes a focus on privacy and security, but assessment of other 
aspects of data, such as data quality and data governance, is necessary to 
uncover its true value and additional risks. 

Data diligence is meant to supplement an organization's existing technology 
diligence, privacy diligence, and security diligence. 

This module contains:

02 
Data Diligence

Who can assess this diligence
Acquisite side: 
Data diligence expert or a technical expert 
that focuses on data risk (could be from 
IT, information security team, privacy 
team, etc)

TOPIC WHY TOPIC IS IMPORTANT 18 KEY QUESTIONS NOTES GREEN FLAGS (implicate lower risk) YELLOW FLAGS (implicate medium risk) RED FLAGS (implicate higher risk) 

Data Types
Certain data types will have different safety and 
legal implications as mandated by state data 
privacy laws in the U.S. In particular, personal, 
health, biometric, location, and other common 
types of data may give rise to increased risk for 
acquirers.

1

What data types do you use?
 
Check all that apply:
☐Personal (PII)
☐Health (PHI)
☐Sensitive
☐Financial 
☐Judicial
☐Transaction Data
☐Business Firmographic
☐Other Data (Provide overview in Notes)

Any use of PII, PHI, or Sensitive data requires 
a higher level of scrutiny. 

If a target uses PII, they should have a strong 
privacy policy. You'd want to see that their 
approach to consent is mature and handled 
well. Without this, the data will not be useful 
and should not be considered a value driver of 
the deal. 

If a target uses PHI, the same applies as 
above. In addition, you would want to ensure 
they have standards applied to their data. 
Sourcing and unfair bias that results from 

N/A N/A N/A

Data Uses & Contexts

Applications in consumer finance, employment, 
healthcare, insurance, law enforcement nad 
criminal justice, autonomous vheicles, military and 
security and other verticals may incrase risks for 
acquirers by default. 

2

What are the current/intended use cases for your data?  

Check all that apply:
☐ Billing
☐ Customer Service / Support
☐ Fraud Prevention / Detection
☐ Healthcare
☐ Human Resources
☐ Humanitarian Development
☐ Identification / Verification
☐ Legal / Franchise
☐ Loyalty / Benefits / Insurance
☐ Merchant Identification / Location
☐ Research / Data Philanthropy
☐ Targeting / Segmentation
☐ Technology Operations / Support
☐ Transaction Processing
☐ Other(Provide Overview in Notes)

Use in standard, back-office applications 
for marginal efficiency gains. Minimal 
physical saftey, data privacy, data 
security, or sociological bias concerns 
associated with the use case.

Use of facial recognition with some application 
of risk management and data privacy controls; 
use in law enforcement; uses that give rise to 
reputational concerns.

Uses in human resources, credit lending, 
and health insurance are likely higher-risk 
than others; uses in robotics or 
autonomous vehicles that give rise to 
physical safety concerns. Use of facial 
recognition without application of best 
practices and risk controls.

Data Sourcing
Depending on the data sourcing, different consent 
processes and usage rights will apply.

3
What data are you are collecting from:  
(a) consumers/customers? 
(b) operation of the business? 
(c) third party sources (including web-based sources)? 

N/A N/A N/A

4 Public privacy policy: Does your organization have a public privacy policy? Does that 
policy include consent? 

Target has a public privacy policy, it's 
been recently updated, includes language 
for major legal policy (e.g. GDPR, CCPA), 
and their internal practices are reflective of 
their policy. 

They have a privacy policy but don't do much 
internally to put their policy into practice.

They don't have a public privacy policy. 

5
Consent: What consent processes are in place for data collection? Usage? Sharing? Target has a mature portal where users 

can look at all the data they have on them 
(advanced consent).

Consent practices are only used where required 
(meets the minimum requirements of the law)

No GDPR Compliance (or equivalent) 
and operating in Europe or California

6 Rights: Do end-users have the ability to opt-in, opt-out, request edits, or delete their data?
If so, how is this consent obtained, applied, and tracked?

The privacy policy, and opt-in process are 
tightly connected. The language is 
defined at an enterprise level and utilized 
according to a define set of standards. 
The language is updated to changes in 
data privacy regulation quickly, and with 
clarity, providing the end user with simple 
to understand text. The organization 
tracks the exact language an end user 
agreed to at the point of sign up, as well 
as any language updates agreed to in 
their engagement history. All utilization of 
this data is tightly governed to follow the 
engagements allowed by the end users 
consent.

Privacy policies and consent are utilized as a 
traditional marketing flag. Little is done to 
understand, nor track the exact consent 
provided, nor when. Privacy policies may be 
vague or aged. Little is done to foster the 
consent status of data, which may lead to low 
quality when validated.

No defined opt-in policy. Utilizes ad hoc 
opt-in policies when required, or relies on 
external parties guarantee of opt-in. Little 
attention is paid to updating opt-in/out 
requests once data is received, therefore 
challenging the utilization of data holdings.

7
Communciation: If using consumer data, how is the collection and usage communicated 
to consumers? 

Aligns to initial opt-in messaging as well as 
privacy policy.

Communciated but in a way that's not easy to 
undersatnd or comprehensive.

Not communicated at all to consumers

8 Vendor evaluation: How are you evaluating vendors for financial, operational, and 
reputational risks?

9 Alternatives: Which data assets are reliant on third party data? Do you have alternatives 
in place if that data is not available?

10
Usage Rights: What commercial rights are in place for data usage? What are the 
limitations of use? Do you have a process in place to monitor its use? How do you manage 
retirement of data assets once you no longer have rights to the data?

Data Quality Poses high financial and legal risk as improper 
consent can render data unusable or ill-valued. 11

Quality: How is high data quality monitored? What is your process to correct data quality 
issues?

Target has measurable standards of data 
quality, with centralized monitoring and 
quick issue resolution. There is dedicated 
staff assigned to data quality.

Target's data quality monitoring process is not 
centralized. There are multiple standards in 
place.

Target doesn't know what data quality is. 

Note, for targets in the financial/health 
sector, they should not  have a red level 
response. If they did, there would be 
serious reservations about the value it'll 
bring to our organization and the cost to 
update and improve data quality will be 
significant.

Data Privacy Minimizing sensitive data helps reduce the risk of 
costly data breaches and leaks. 12 Privacy measures: What kind of privacy measures are taken to minimize sensitive data? 

(e.g. anonymization, pseudonymization, tokenization, etc)

Target has a clear process with adequate 
accomodations for current data privacy 
trends and regulations. Strong connection 
to Governance, consent and consumers. 
Quick to handle change.

Has data privacy processes/policies that handle 
minimum needs.

Lacks data privacy 
regulations/accomodations, or appears 
disconnected across the enterprise.

Data Security

Hacks and data breaches may arise from 
unaddressed technical complexities during M&A 
transactions that leave holes in the acquirer's cyber 
defenses. Ensuring the target company has good 
data security can help to mitigate this risk. 

13 Security: What kind of third party security or compliance audits do you perform? (e.g. 
SOC2, ISO 27001, PCI, etc) How often are these audits performed? 

This question may be voided by your internal 
security diligence

Certification of compliance with SOC2, 
ISO 27001, PCI; adherance to computer 
security frameworks, e.g. NIST CSF; 
incident response plans in place. Culture 
that prizes security and understands it's 
connections to business value.

N/A No certfications, no adherance to 
fraemworks, no incident response plans; 
cavalier comments or culture around data 
security.

14
Centralized Governance: Does your organization utilize a centralized governance 
function to document metadata, control data quality and access, document lineage, and 
apply standards? Please share examples.

It is suggested that the best way to assess 
the target on this question is through a demo 
so that the target can walk you through the 
tool and provide examples of where they've 
applied standards, etc.

Governance program is robust, with 
documentated process and procedures, 
robust data catalog, standards in place, 
and dedicated roles.

Some artifacts you can check are the 
staffing chart and the governance tool 
they use. You might interrogate the tool to 
understand the features implemented, 
then you could compare what's listed in 
that tool with total data assets in the 
organization. Mature organizations will 
have robust catalogs that are updated 
and include their lineage, standards, and 
data quality.

Governance program is partial, with some 
governance functions are not in place. 
Understand why specific components of 
Governance were not implemented to 
understand data maturity and adherence to 
audits and law. If they were unable to hire the 
right people due to budget, that would be an 
understandable response. If it wasn't important 
to them, that would be a red flag.

Follow-up:
Ask targets to demonstrate lineage and assess 
how much effort is needed to fill gaps in their 
lineage.

Governance is not centralized, nor 
properly staffed. Target is unable to 
show examples, or they can show 
examples but they're not robust.

15
Documentation: Please share examples of a data dictionary and data documentation that 
outlines the context of data collection, methodology, structure and organization of data 
files, data validation and quality assurance, and/or data confidentiality, access, and use 
conditions) 

The target is able to share ample 
documentation that highlights a clear 
strategy and structure for its data 
resources.

The target is able to share some documentation 
related to its data resources that appears 
polished and organized, though some 
documentation is outdated.

Minimal to no official documentation 
relating to data sources. Documentation 
efforts appear informal, ad-hoc, or 
outdated.

16 Data lineage: Do you have documentation that shows where your data came from, its 
version, and how it has changed as it has moved between systems over time? 

Target has data flows that document 
applications of data within a business 
process, data stores or databases in an 
environment, network segments, and 
business roles.

N/A If a target cannot demonstrate that they're 
aware of the origin of their data and how it 
has changed between systems, they 
cannot prove that the data represents 
what they claim it represents. This can 
significantly reduce the value of the data 

Data Bias
Bias in data is common, and not usually a direct 
risk on it's own. It's when data is used to make 
decisions that implicate bias that harms and 
liabilities tend to arise. 

17 Bias: How do you ensure you are managing bias risks in data collection, processing, 
analysis, or intepretation?

The target has a clear strategy and 
implementation around both data 
minimization and managing bias risks.

Strong, robust documentation that 
explains collection of all data assets. The 
metadata is specific about sourcing of 
information.

The target collects no personal data, or very 
little personal data, and is not able to use it for 
managing bias risks. 

Minimal metadata collected and sourcing 
information is not clear.

The target collects personal data, without 
adequate privacy and security controls, or 
engages in predatory or deceptive actions 
using personal data.

There is ittle to no metadata collected on 
sources.

Compliance 
Compliance with data regulations helps protect the 
organization and consumers from improper use of 
data, leaks, breaches, and other harms.

18 Laws & Regulations: Please outline any privacy or on-soil regulations with which your 
organization complies, and that you use as an internal benchmark.

Target lists any privacy regulations they are 
subject to (e.g.GDPR, GDPA, or CCPA)

N/A N/A N/A

Data Diligence
What this is

Data Governance

Helps you assess the maturity of the organization 
and how much attention is paid to data assets. A 
mature organization will have identified 
issues/concerns through their governance, which 
means you can query it to understand the severity 
of issues. 

Some open source data is provided to the 
organization for usage after review and 
publishing. Commercial rights and limitations 
based upon potential audit threat only.

What this is not
This set of questions is not meant to replace your organization's existing data 
diligence—instead, it is designed to augment it. Other privacy, security, and compliance related 
diligence should be conducted to meet regulatory requirements. 

Third Party Data & 
Useage Rights

All data sources are catalogged and 
governed, to include consumption and 
usage terms. Consumption is routinely 
monitored. Usage term adherence 
ensured.
Access controls are set dependent on 
contract.

Overall, there is minimal reliance on third 
party data and technology with policies 
that define clear controls for bias, privacy, 
and security risks.

Reliance on third party data or technology, 
with no accompanying controls around the 
use of third party data or technology. 
Organization does not monitor use of 
open source data. Lack of commercial 
right management. 

This should be further probed on so that 
we're not liable for the target's improper 
licensing.

Using third party data is a common, but risky, 
practice. Acquirer's main concerns should be 
around licensing and legality of third-party data, 
addressed more directly in other questions.

Consumer Data Consent

Companies are increasingly looking to acquire targets for their data assets, either to 
improve operations or to support high stakes decisions for people. While current data 
diligence has a strong focus on privacy, security, and compliance, there are other data 
risks beyond these areas that expose companies to reputational and financial risk down 
the line. 

Poses high financial and legal risk as improper 
consent can render data unusable or ill-valued. 

Response Guidance 
Guidance to help assess 
target responses, with 
education on why each 
topic is important

Questions  
27 questions  
targets respond to in 
writing, with relevant 
documentation
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R E SP O NSIB L E DATA & AI  DIL IG EN CE FO R M& A : COM P O N ENTS

Like many early-stage technology markets, the AI/ML start-up space 
is constantly evolving, which can hinder accurate determinations of a 
company’s value and technological prowess.

Algorithmic Diligence is designed to assess an algorithmic model’s design, 
deployment, and monitoring to ensure that a model performs functions 
as claimed and was developed in a way that minimizes unintended 
consequences. 

This module contains:

03 
Algorithmic 

Diligence

Response Guidance 
Guidance to help assess 
target responses, with 
education on why each 
topic is important

Questions  
39 questions  
targets respond to in 
writing, with relevant 
documentation

TOPIC GATING QUESTIONS WHY TOPIC IS 
IMPORTANT

GREEN FLAGS (implicate lower risk) YELLOW FLAGS (implicate medium 
risk) RED FLAGS (implicate higher risk)

Model 
Design Model Design How have you defined the boundaries of the problem that your model is 

intended to solve?

Helps you understand the 
choices and trade-offs the 
target has made; targeted 
systems tend to induce less 
risk than general systems.  

Model design is well-defined and 
bounded.
Target provides extensive detail on model 
design decisions, including considerations 
such as number of observations, or the 
choice to target variable.

Model design/outputs are based on well 
defined business goals, but there is no 
evidence of a clear process to protect 
against bias in the design phase.

Model targets that imply an unfair or 
discriminatory outcome.
Targets that are vague or overly broad. 
Connections between the model target 
and the model’s intended use that 
could privilege certain groups over 
others. 

What is the source of the data the model was trained on?
Please provide documentation for the data (e.g. datasheets, model 
cards)

Fitness for Purpose Please describe steps taken to ensure the training data is fit for current 
domain application.

Data that is not appropriate 
for the model's intended 
use can generate bias.

Representativeness
Please descirbe the representativeness of the data sources as they 
relate to where and how the model will be deployed

Ensuring 
representativeness of 
training data is an important 
aspect of any bias 
mitigation efforts

Is the dataset balanced across all groups on which it will be making 
predictions in the real world?

Training dataset is well-balanced across 
different groups based on the real-world 
(production) environment

Training dataset is not well balanced 
across certain groups that have lower 
representation in the training data than 
the majority groups

Training dataset has not been 
evaluated for balance

Evaluate the training dataset for parity of outcomes across groups for 
which you care about preventing unintended bias.

Training dataset shows different groups 
receiving the beneficial and harmful 
outcome at roughly equal rates 

Training dataset may show some groups 
receiving the beneficial outcome at lower 
rates than the majority group receives the 
beneficial outcome

Training dataset has not been 
evaluated for parity of outcomes

Training Data Clustering & 
Segementation

Are clusters or segments used to train this model? If so, how are they 
used? Please note whether cluster or segment indicators are used as 
model input features or whether difference models are buitl across 
different clusters or segments.

Clustering and 
segmentation is a common 
technical practice used to 
separate groups of people 
in the training data. This 
allows the model to make 
better decisions, but can 
also increase bias risks.

Target shares a clustering or modeling 
strategy that is commonly used, with 
responses that share a clear, 
knoweldgeable understanding o 
clsutering or segmentation. Clusters are 
actively monitored and testd to ensure 
the yare not proxies. 

Clusters or segments have no obvious 
proxy linkage but are not tested to prove 
that they are not proxies.

Segments and clusters are protected 
classes or common proxies. (Protected 
class information should only be used 
for bias testing purposes)

Performance What is baseline performance of your ML model?

Targets should have an 
understanding of whether 
their system is performing 
well enough to be valuable. 
Good performance is not 
guaranteed and 
performance quality can 
change over time.

Baseline performance meets business 
requirements

Baseline performance is slightly lower 
than business requirements specify

Baseline performance is much lower 
than business requirements specify or 
has not been measured

Assess disaggregated performance of your ML model. Are there any 
groups that experience lower performance than others?

Performance is roughly equal across all 
groups

Performance may be slightly lower for 
some groups

Performance is much lower for some 
groups or hasn't been measured 
disaggregated across groups

Assess parity of outcomes of your ML model. (Document which metrics 
you selected to measure parity of outcomes and why.) Are there any 
groups that experience disparate impact?

Model shows parity of outcomes (all 
groups predicted to receive the beneficial 
outcome at roughtly the same rates)

Model shows some groups receiving the 
beneficial outcome at a slightly lower rate 
than the majority group

Model shows that some groups receive 
significantly lower rate of beneficial 
outcome, or parity of outcomes has not 
been measured

Assess mean squared error of your ML model.
Assess peak signal-to-noise ratio of your ML model.

Security Assess adversarial robustness of your ML model. Assess whether 
training data can be exfiltrated through AI/ML endpoints.

Reliability Assess the reliability of your ML model. (Document how you have 
assessed reliability and why you chose the approach you chose.)

Model reliability has been assessed and 
found to be acceptable based on 
business requirements and predicted 
production environment

Model reliability has been assessed and 
is slightly lower than business 
requirements specify or has not been 
shown reliably on the predicted 
production environment

Model reliability is much lower than 
business requirements specify or has 
not been assessed

Technical 
Model 
Assessments

Robustness

Consumers have a 
reasonable expectation to 
interact with safe, secure 
and reliable systems. Safety 
problems can be serious, 
resulting in physical injury 
and even death in rare 
cases. Saftey and reliability 
problems with products -- 
AI/ML products or otherwise 
-- can give rise to concerns 
related to negligence and 
product liability. 

Data content/labeling: 
Detailed documentation of data lineage 
that's dated to track relevancy.
Data governance: 
Target has a clear approach to reviewing, 
monitoring, and updadting the data.
The target enables easy updates, 
refreshes, and retraining of the systme to 
keep it up-to-date and performing well on 
future, unseen data points.
The target has data that includes only 
consented data.
Data lineage is well-documented.

N/A

Sourcing

Data can be illegally or 
unethically sourced and can 
be poisoned to maliciously 
alter the behavor of AI/ML 
systems. The target should 
have a complete 
understanding of their data 
sources and sourcing.

Algorithmic bias issues are 
common and can create 
reputational or legal 
problems for their operators, 
and cause harm to 
consumers, users, or the 
general public.

Acquirer side: AI expert who conducts technical assessments for AI/ML 
models

Who can assess this diligence

Target has used third party data 
without being able to indicate access 
to documentation and/or clear records 
of the data. 

Target uses high-risk data inputs 
including personally identifiable 
information and social media data.

Algorithmic Diligence

The rising number of AI startups and the hype surrounding them is making it ever more important for acquirers to ensure 
that their technology functions as claimed. 

Algorithmic Diligence is a set of 34 questions that assess a model’s design, deployment and monitoring to ensure 
the model performs as claimed, in a way that minimizes unintended consequences. 

What this is

Bias

Algorithmic Bias

Training Data

Expertise needed for this diligence

1. Expertise can be drawn from AI model evaluation teams, model risk 
teams, and/or AI governance teams. 

2. Legal and compliance expertise is also necessary (with respect to 
emerging regulation around automated decision-making systems).
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R E SP O NSIB L E DATA & AI  DIL IG EN CE FO R M& A : DE VELO PM ENT

80+ experts 
from 15 industries

45%
of contributors from 
outside the Alliance

21.7%
AI Ethics  
& Culture

8.4%
Due Diligence

7.2%
Data Risk

18.1%
Law

26.5%
M&A

4.8%
Venture 
Capital

9.6%
Start-up

3.6%
Other

300+ hrs
of interviews and  
build sessions

55% 
of contributors  
from the Alliance

The Alliance engaged a breadth of backgrounds and expertise—from  
M&A and due diligence to AI ethics and culture—in the development of  
Resonsible Data & AI Diligence for M&A.

Contributors

Key Areas of Expertise
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Leadership Council members of the Data & Trust Alliance came together 
to guide this work and offer their expertise in data and AI, M&A, and 
organizational culture.

A diverse group of experts was assembled from both inside and outside 
the Alliance to help build the content.

Chair & 
Oversight  

Team

Development 
Group
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Connect with Us 
 
If you need to contact us, please reach out to: 
inquiries@dataandtrustalliance.org 


