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ABSTRACT
Automatic facial animation is a research topic of broad and current
interest with widespread impact on various applications. In this pa-
per, we present a novel joint audio-video driven facial animation sys-
tem. Unlike traditional methods, we incorporate a large vocabulary
continuous speech recognition (LVCSR) system to obtain phoneme
alignments. The use of LVCSR reduces the high error rate associ-
ated with the traditional phoneme recognizer. We also introduce a
knowledge guided 3D blendshapes modeling for each phoneme to
avoid collecting training data and introducing bias from computer
vision generated targets. To further improve the quality, we adopt
video tracking and jointly optimize the facial animation by combin-
ing both sources. In the evaluations, we present both objective study
and several subjective studies on three settings: audio-driven, video-
driven, and joint audio-video driven. We find that the quality of our
proposed system’s facial animation generation surpasses that of the
recent state-of-the-art systems.

Index Terms— large vocabulary continuous speech recognition
(LVCSR), phoneme alignment, lip sync, facial animation.

1. INTRODUCTION

Face tracking and performance-based facial animation have been
widely studied and have impacted a wide variety of applications
such as computer gaming, animations, and human-computer inter-
face. [1] reported that the humans’ level of trust can be increased
by 30% when humans interact with a talking head, as compared to
text-only scripts.

In this paper, we revisit this problem by applying the latest state-
of-the-art technologies in order to measure the resultant improve-
ment of quality. We presented a novel joint audio-video driven facial
animation system. Unlike the traditional methods, we incorporated a
full-scale state-of-the-art large vocabulary continuous speech recog-
nition (LVCSR) with a strong language model for speech recogni-
tion, and obtained phoneme alignment from the word lattice. To
our knowledge, we are the first group that applies knowledge-guided
3D blendshapes modeling for phonemes, utilizing 3D face scans to
avoid collecting training data or introducing bias from computer vi-
sion generated blendshapes. Finally, to further improve the quality,
we introduce computer vision generated tracking and jointly gen-
erate the facial animation by combining audio and video informa-
tion. In subjective evaluation, we show that our proposed system
performs more optimally than audio-only or video-only systems. We
also compare our results with [2] and user study shows that 83% of
users prefer our generated animation. 1

This paper is organized according to the following sections. In
section 2, we describe the related work on audio and video driven

1https://sites.google.com/site/lipsync2018/

facial animations, and in section 3 we describe the speech recogni-
tion module we used for reliable phoneme alignment. Section 4 of-
fers an in-depth description of generating facial animation by jointly
optimizing audio and video information. We then describe our ex-
periment set-up and show comprehensive objective and subjective
evaluation results in section 5, and conclude our work in section 6.

2. RELATED WORK

Performance-based facial animation is the most common tech-
nique to generate realistic character facial animation for movies and
games. Over the past several years, researchers have been actively
working in this area to achieve accurate and expressive facial anima-
tion results. Some techniques need special equipment such as phys-
ical markers, structured light, or camera arrays. Recently, monocu-
lar camera based face tracking and animation have been widely ex-
plored because they are more practical for everyday users. Using a
single depth camera ([3] [4] [5]) or video camera ([6][7]), existing
work can achieve impressive facial animation results. However, fast
and subtle mouth motions in visual input may result in a loss of lip
shape changing. While humans are very sensitive to the detail lip
shape changing, it is important to consider it in facial animation.

Audio-driven facial animation has also been deeply explored
in the speech and graphics fields [8]. Those methods can be mainly
classed into two categories. The first category is direct conversion by
mapping raw speech features, such as Mel-Frequency Cepstral Co-
efficients (MFCC) to visual parameters [9] [10] [11] [12] [13]. This
approach normally requires more corresponding audio-video train-
ing data for better generalized performance. In another category, the
speech is primarily mapped into a phoneme or phoneme state feature
and then the phoneme level feature is mapped to the visual param-
eters [14] [15] [16] [17]. This approach enables the use of widely
available speech recognition corpus, but requires additional data and
steps for training, which complicates the process.

Jointly Video-Speech driven facial animation combines the
advantages of video and audio. The most related recent work on our
paper is [2]. This work uses both video and acoustic input in track-
ing 3D facial motions. It use a real-time speaker independent DNN-
based acoustic model to extract Phoneme State Posterior Probabili-
ties (PSPP) as the interval feature for lip motion regressor. Differing
from this method, our method incorporates a full scale LVCSR with
a strong language model for word lattice generation and phoneme
sequence estimation. Unlike the regression model which: 1. re-
quires additional training data; 2. has potential issue from inaccu-
rate auto generated facial regression target parameters, we develop
a phonemes-to-knowledge guided 3D blendshapes mapping model.
Experiments show that our system can achieve more accurate and
expressive facial animation results.



Fig. 1. An illustration of our speech recognition module

3. AUDIO TO BLENDSHAPE MAPPING

In this section, we present our automatic speech recognition sys-
tem for phoneme recognition, a novel method to create phoneme to
blendshapes mapping guided by 3D face scans.

3.1. Large vocabulary continuous speech recognition
In this section, we briefly describe the state-of-the-art speech recog-
nition module that is used in this work.

First, an advanced Bi-directional Long Short-Term Memory
(LSTM) [18] or a Time Delayed Neural Network(TDNN) [19] is
trained to convert input features to state posteriors. The input fea-
tures are obtained through passing framed raw audio signals through
a Mel-scaled filter bank. I-Vector is also used to improve the per-
formance [20]. Unlike the commonly used cross entropy criterion,
the training procedure is a lattice-free version of MMI, in which the
denominator state posteriors are obtained by the forward-backward
algorithm on an hidden Markov model formed from a phone-level
decoding graph. Additionally, the numerator state posteriors are
obtained by a similar forward-backward algorithm, but limited to
sequences corresponding to the transcript. For each output index
of the neural net, a derivative of of the difference between the nu-
merator and denominator occupation probabilities is calculated and
propagated back to the network.

In the inferring stage, as illustrated in Fig.1, the trained acous-
tic model, a decision tree for mapping the states to phones, a lexi-
con, and a pre-trained N-gram language model are used to generate
a weight finite state transducer (WFST) [21]. When feeding input
features, the output of the arcs in WFST containing words with like-
lihoods can be transferred into a lattice. From the lattice, the most
likely spoken word sequence is obtained through an BFS. The final
phoneme sequence {p1,p2, ..,pT } with starting and ending time
T of all phonemes can be obtained through inferring from the most
probable word sequence and lattice.

3.2. Knowledge guided phonemes to blendshapes mapping
In this section, we present our novel approach to map phonemes to
expression blendshapes. We first ask an actor to pronounce all 39
phonemes from CMU dictionary [22], and use an off-the-shelf face
scan device Bellus3D [23] to scan all the 3D face shapes (Fig.2 top).

Fig. 2. Four sample phoneme 3D scans and blendshapes generated
matching the scans. Phonemes from left to right: R, IY, F, AH.

To represent the face shapes of users’ different expressions for
facial animation, we adopt the expression blendshape model. Spe-
cially, we use the expression description from FaceWarehouse [24],
which contains 46 action units as described by Facial Action Coding
System (FACS) [25]. We ask an artist to manually create a general
expression blendshape model: {Bg

0,B
g
1, ...,B

g
46}, where Bg

0 is the
neutral expression shape and {Bg

1, ...,B
g
46} are 46 different expres-

sion shapes. Thus any expression’s shape Fg can be represented by
a linear combination of blendshape model: Fg = Bg

0+
∑46

i=1 βiB
g
i ,

where b = {β1, β2, ..., β46} is expression coefficient vector.
With the guide of scanned shapes for 39 phonemes, we ask

the artist to manually tune the expression coefficients bp
j for each

phoneme. Bring bp
j to the equation above we can generate the face

shape matching the scanned shape (Fig.2 bottom). We then concate-
nate these vectors to build matrix M, where the j-th column is bp

j .

4. JOINT FACIAL ANIMATION
In this section, we will introduce the pipeline to track 3D face, based
on video and audio. We first track 2D facial landmarks, which locate
2D positions of face feature points (Sec 4.1). Based on these tracked
2D landmarks, we reconstruct the 3D face model in Sec.4.2 and track
3D face in Sec.4.3.

4.1. 2D facial landmarks tracking
Facial landmarks correspond to the semantic facial feature positions
of human face, such as the eyes corners, lips contour, nose tip etc.
In this paper we use off-the-shelf 2D facial landmark tracking algo-
rithm [26], which formulates the facial landmark tracking problem
as the optimization of landmarks’ error, and learns boosted regres-
sion tree to minimize this error. Using this method, we can obtain 68
2D facial landmarks of each video frame in real-time (Fig.3 (a)(c)).

4.2. 3D face modeling
Based on the tracked 2D facial landmarks, we then reconstruct user’s
3D face model. We first fit the identity, which describes user’s iden-
tity shape under neutral expression. With the fitted identity, we then
reconstruct user-specific expression blendshapes, which describe the
shapes of user’s different expressions.

Identity Blanz and Vetter [27] captured and reconstructed 3D
shape of 200 people’s neutral faces, and performed principal com-
ponents analysis (PCA) on these shapes’ vertex positions. Thus any
neutral face shape F can be represented by a linear combinations of
these principal components:

F = Ā +
∑n

i=1
αiAi, (1)

where Ā and {Ai} are the mean vector and PCA vectors of mor-
phable model respectively, and a = {αi} are identity coefficients.



(a) (b) (c) (d)
Fig. 3. Examples of tracked 2D facial landmarks and 3D shape.
(a)(b): 2D landmarks of neutral image and modeled 3D face shape;
(c)(d): 2D landmarks of expression image and its tracked 3D shape.

Without loss of generality, we assume that user has a neutral ex-
pression at the first frame of video (Fig.3(a)), with corresponding 2D
facial landmarks vector P = {p1, p2, ..., p68}. To match the 3D face
to these 2D facial landmarks, we first transform the reconstructed 3D
face shape from object-coordinate to camera-coordinate by applying
a rigid rotation and translation, and then project the transformed face
shape into screen coordinate via the camera matrix:

F̂ = Π (R · F + t) , (2)

where F̂ is the projected face shape, Π(·) is the projection operator
using the camera intrinsic matrix, which is defined by the camera, R
and t are rigid rotation and translation respectively. For more details
please refer [6].

To match the projected face shape F̂ with tracked landmarks
P, we pre-define the corresponding vertex indices on 3D face shape
(Green points in Fig.3 (b)). Similar with [7], we update the mesh
vertex indices corresponding to landmarks along the face contour ac-
cording to current projected face shape F̂. Please refer [7] for more
details. With the corresponding vertex indices {v1, v2, ..., v68}, we
formulate the error matching 3D face shape to the 2D landmarks as:

Ef
iden =

∑68

k=1

∥∥∥F̂(vk) − pk
∥∥∥2 , (3)

where F̂(vk) is the vk-th vertex’s position of face shape F̂.
We regularize the identity coefficients a = {αi} based on the

estimated probability distribution of 3D morphable model’s PCA.
Assuming σ2

i is the i-th eigenvalue of the face covariance matrix
from PCA, let Λ = diag

(
σ2
1 , σ

2
2 , ..., σ

2
n

)
, we define the Tikhonov

regularization energy term as:

Er
iden =

1

2
aT Λa. (4)

Combining Eqn. 3 and Eqn. 4 we can define the total energy as:
Eiden = Ef

iden + ωr
idenE

r
iden, where ωr

iden balances the regular-
ization term and is set as 5.0 in this paper. The unknown parameters
here include the rigid rotation R, translation t and identity coef-
ficients a = {αi}. We use coordinate-descent method to optimize
this energy: in each iteration, we only optimize one unknown param-
eter while fixing others in least-squares way. In our experiment, we
find 3 iterations can give a satisfied result. Please notice that in each
iteration we need to update the mesh vertex indices corresponding
to landmark along face contour. With the fitted identity coefficients
a = {αi}, we generate user’s neutral face shape B0 using Eqn.1
(Fig.3(b)).

Expressions We then generate user-specific expression blend-
shape model. With the general blendshape model {Bg

0,B
g
1, ...,B

g
46}

generated by artist and user’s neutral face shape B0, We use defor-
mation transfer [28] to transfer the 46 expression shapes, result
in user-specific blendshape model: {Bg

0,B
g
1, ...,B

g
46}. With this

user-specific blendshape model, we can represent user’s different

expressions by:

F = B0 +
∑46

i=1
βiBi, (5)

where b = {β1, β2, ..., β46} are expression coefficients.

4.3. 3D face tracking
With the reconstructed user-specific expression blendshapes, for
each input frame at frame t, we can track the 3D face model param-
eters combining input video and audio. These parameters include:
rigid rotation Rt, translation tt, and non-rigid facial expression co-
efficients bt = {βt

1, β
t
2, ..., β

t
46}. Next, we will describe the energy

terms formulated by these parameters.
Landmark term is used to describe the alignment between the

tracked 3D face shape and 2D facial landmarks from Sec.4.1. We
first reconstruct the expression face shape using Eqn.5. Similarly
to the identity fitting process, we then apply the rigid rotation and
translation to the reconstructed face shape, and project the shape into
screen coordinate via Eqn.2. With the projected face shape F̂, we
can formulate the landmark term as:

Ef =
∑68

k=1

∥∥∥F̂(vk) − pk
∥∥∥2 , (6)

where the related parameters have the same meanings with Eqn.3.
Phoneme term is used to describe the alignment between

tracked expression coefficients and estimated phonemes from Sec.3.
Assume that we have the phoneme vector at frame t as pt from
Sec.3.1, and the mapping matrix M from Sec.3.2, we can formulate
the phoneme term as:

Ep =
∥∥bt −Mpt

∥∥2 . (7)

Smooth term is used to enhance the smoothness of tracking re-
sults. We keep the expression coefficients of previous frame as bt−1,
and formulate the smooth term as

Es =
∥∥bt − bt−1

∥∥2 . (8)

Putting these three energy terms together we get the total en-
ergy function as E = Ef + ωpEp + ωsEs, where ωp and ωs bal-
ance the different energy terms, which are assigned as 15 and 10
in all of our experiments. To optimize this energy, we use the sim-
ilar coordinate-descent with the method in identity fitting: in each
iteration, we first optimize rigid rotation and translation while fix-
ing expression coefficients; and vice versa. During optimizing the
blendshape coefficients, different from fitting identity, we need to
constrain the range of each coefficient βi. We use the gradient pro-
jection algorithm based on the BFGS solver [29] to restrict the range
of expression coefficients in [0, 1]. With the solved Rt, tt and bt,
we can finally generate the tracked 3D shape (Fig.3(d)).

5. EXPERIMENTS

5.1. LVCSR based phoneme recognition and alignment
Our evaluation set is a series of videos that contain clean speech
and clear frontal faces. Our acoustic model is trained with the fisher
corpus [30], which has about 1761 hours of data, Kaldi [31] and
its Aspire receipt is used for acoustic model training. The model
and speech recognition structure is described in Section 3.1. Since
BLSTM setting requires more future context and suffers from the in-
ability of online decoding, and the performance difference as com-
pared to TDNN setting is minimal, we therefore use the TDNN set-
ting in all our experiments. A tri-gram language model is trained
with 1.8B words from multiple text corpus we collected. The vocab-
ulary size is 123K. Compared to a language model trained with fisher



Word Error Rate Phoneme Error Rate
TIMIT - 8.7%
Evaluation Set 4.9% 2.5%

Table 1. Result of a word error rate and phoneme error rate on two
evaluation dataset.

corpus [31], our language model improves WER on our evaluation
set by 5.6% absolutely.

We use several different datasets to benchmark the phoneme
recognition performance. The estimate of Phoneme Error Rate
(PER) for TIMIT differs from traditional PER reported in most of
the literatures [32]. Traditionally, phoneme sequence is generated
through a phoneme recognizer acoustic model and normally includes
a bi-gram phoneme language model trained on this specific dataset.
The metrics are calculated against the ground truth phoneme label.
We first perform word level recognition and then use a dictionary to
expand the word sequence to the phoneme sequence and calculate
its corresponding PER. As shown in Tab. 1, our phoneme error rate
is only 8.7%. While on a similar 39 phoneme scale, the reported
PER is between 18-30% with different settings. We also tested on
the video clips we random collected, and we showed a word error
rate of 4.9% and phoneme error rate of 2.5%.

5.2. Objective: MSE compares to keyed shape by animator
We ask a professional animator to key the facial expression coeffi-
cients for one video. We then compare the MSE between the keyed
3D shape and our generated shape using different methods respec-
tively. As seen from Tab.2, our joint audio-video driven method can
achieve the lowest error.

Method Audio Video Audio-video
Error (mm) 7.53 5.16 4.83

Table 2. The error of tracked 3D shapes with animator keyed shape.

5.3. Subjective user study
We conducted subjective tests and the results presented below are
based on 18 unique inputs. First, we aim to compare the audio-
driven lip motion synthesis quality against different phoneme recog-
nition techniques. As similar to [15], we use the TIMIT corpus.
But we train a neural network acoustic model as in [2] instead
of HMM/GMM model.(referred as Phone NN.) The training data
set consists of 3696 utterances from 462 speakers. We use the 39
phoneme set up. The acoustic features are 13 MFCCs that are ex-
tracted with a 10ms shift. A context of 17 Frames of feature, shaped
by mean variance normalization, is used by DNN as the input. The
input dimension is 221. Three fully connected layers with each layer
containing 1024 hidden nodes are used, and the output layer con-
tains 39 phoneme classes. TNet [33] is used to conduct the training.
This model is capable to support real-time decoding on device. We
evaluated this on one of our video clips and result summarized in
the Tab.2, where 88.9% of test takers prefer the LVCSR generated
animation.

Phoneme NN No difference LVCSR
user preferences 0% 11.1% 88.9%

Table 3. Subjective test on user preferences comparing
Phoneme NN and LVCSR

In the second experiment, we compare audio driving vs. video
driving vs. joint audio-video driving. As showed in Tab.4, our
proposed joint audio-video show superior preferences comparing to
audio only or video only. We also show some example frames at
Fig.4. Our method can achieve the best results in all frames.

Audio Video Audio-video
Least preferred 63.9% 31.9% 4.2%
Middle 19.4% 48.6% 31.9%
Most preferred 16.7% 20.6% 63.9%

Table 4. Subjective test on user preferences comparing audio driving
vs. video driving vs. joint audio-video driving.

Fig. 4. Comparisons of results by different methods. Top two rows:
input video and audio. Bottom three rows, from top to bottom: re-
sults by audio-driven, video-driven and our joint audio-video driven.
From left to right: frame number 1, 15, 29, 184, 236.

In the third experiment, we compare ours results vs. profes-
sional animator keyed results, we evaluated this on one selected
video clips and the result is summarized in the Tab.5, the animator
keyed is slightly preferred here, but the difference is very small.

animator keyed No difference Ours
user preferences 33.3% 38.9% 27.8%

Table 5. Subjective test on user preferences comparing Artist Keyed
between Our proposed method

In the final experiment, we compare ours results vs. [2]. We
evaluate one of [2]’s video clips, and results are summarized in the
Tab.6. As showed in the table, the majority of the test takers prefer
our results. But [2]’s result is real-time processed, while currently
our result is not.

[2] No difference Ours
user preferences 16.7% 0% 83.3%

Table 6. Subjective test on user preferences comparing [2]’s result
and our proposed method

6. CONCLUSION
We present a joint audio-video driven facial animation system. Our
system can robustly estimate the phoneme with a state-of-the-art
LVCSR. With the guides of 3D face scans, we build a mapping from
phonemes to 3D blendshapes. Then our system combines both the
audio and video information to generate facial animation. Experi-
ments show that our proposed approach obtains strong results and
its quality surpasses that of some competitive systems [2]. In the
future, we plan to apply this technology to improve facial animation
quality and efficiency for animated content production.
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