
Revenue

is on track to ht $1B in annual recurring revenue by the end of 2023, up about
400% from an estimated $200M at the end of 2022.

OpenAI overall lost about $540M last year while developing ChatGPT, and those
losses are expected to increase dramatically in 2023 with the growth in
popularity of their consumer tools, with CEO Sam Altman remarking that OpenAI
is likely to be “the most capital-intensive startup in Silicon Valley history.”

The reason for that is that operating ChatGPT is massively expensive. One
analysis of ChatGPT put the running cost at about $700,000 per day taking into
account the underlying costs of GPU hours and hardware. That amount—derived
from the 175 billion parameter-large architecture of GPT-3—would be even higher
with the 100 trillion parameters of GPT-4.

Valuation

In April 2023, OpenAI raised its latest round of $300M at a roughly $29B
valuation from Sequoia Capital, Andreessen Horowitz, Thrive and K2 Global.

Assuming OpenAI was at roughly $300M in ARR at the time, that would have
given them a 96x forward revenue multiple.

Product

OpenAI was founded in December 2015 as a non-profit dedicated to developing
“safe” artificial intelligence. Its founding team included Sam Altman, Elon Musk,
Greg Brockman, Jessica Livingston, and others.

OpenAI’s first products were released in 2016—Gym, their reinforcement learning
research platform, and Universe, their platform for measuring the intelligence of
artificial agents engaged in playing videogames and performing other tasks.

In 2018, OpenAI published a paper introducing the Generative Pre-trained
Transformer, or GPT.

Shortly following the development of the GPT, OpenAI did two things: 1) they
launched GPT-2 without disclosing the model code and weights, reneging on
their original conception of full transparency, and 2) they transitioned from a non-
profit model to a “capped” for-profit model to raise VC and better attract
potential employees.

Today, OpenAI has about two dozen different products across AI-based text,
images, and audio generation, including its GPT-3 and GPT-4 APIs, Whisper,
DALL-E, and ChatGPT.
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In 2015, Magic found extreme product-market fit (and a Sequoia Series A term
sheet) with 17,000 requests in 48 hours for its text-based assistant that could
get you anything—but it failed to scale because it was completely human-
powered behind the scenes. Magic and similar products like Fin (started by
Venmo founder Andrew Kortina and ex-VP of Product at Facebook Sam Lessin)
pivoted into becoming workforce automation and analytics platforms for large
human teams.

That pattern of product-market fit for an on-demand intelligent assistant re-
emerged with OpenAI’s flagship consumer product ChatGPT. Compare the
$5/hr/person unit cost of overseas labor delivered via a chat interface vs less
than $20/month for near-unlimited use of a large language model (LLM).

Today, millions of people converse with ChatGPT every day, using it for tasks like
code generation, research, Q&A, therapy, medical diagnoses, and creative writing.

With ChatGPT Plugins—OpenAI’s 3rd-party app store for ChatGPT—that
intelligent assistant can take action for you inside of the apps you use, including
Zapier and ~1000 others. With Zapier, for example, you can type “find my last
email from Jeff” in ChatGPT and your assistant will use your Zapier plugin to pull
the latest email from Gmail and display it in chat.

Business Model

OpenAI makes money in a few different ways.

Subscriptions

The main way that OpenAI makes money today is via subscriptions to its
ChatGPT Plus product. Pricing is on the flat rate of $20/month. Total sales hit
$100M annualized shortly after the launch of ChatGPT’s paid tier.

APIs

The other main way OpenAI makes money is via the usage-based pricing for their
APIs offered to businesses building on top of models like GPT-3 and GPT-4.
Pricing differs based on the size of the context window and the particular model
—for example, GPT-4 with a smaller 8K context window costs $0.03 per 1K
tokens for prompts and $0.06 for completions, while the less powerful gpt-3.5-
turbo model optimized for chat dialogue costs just $0.002 per 1K tokens.

OpenAI also makes money from renting access to their DALL-E image model,
Whisper audio model, and fine-tuning and embedding. Enterprise customers
spending upwards of $45K/month get discount pricing.

Hybrid structure

The sky-high of training and deploying models like GPT-4 helps explain the
unusual terms of Microsoft’s roughly $13B of investment in OpenAI over the last
few years.

OpenAI’s hybrid corporate structure, with both a for-profit business wing and a
non-profit research lab wing, determines how investors in the company will
eventually be paid out. A wrinkle in the for-profit wing of the business is that
profits are capped: OpenAI’s earliest investors and employees are limited to
making 100x their initial investment. The combined organization is run by
OpenAI’s non-profit arm.

Once the for-profit business arm begins to return profits, the first people to get
paid out will be the very earliest investors in the company, who will get their
principal paid back.

After those early investors are paid out their principal, 25% of OpenAI’s profits
will go to employees and to pay early investors (until they hit their profit cap),
while 75% will go to Microsoft until it recoups its $13B principal.

After Microsoft recoups its $13B, it will get 50% of all OpenAI profits until it gets
to $92B (at which point they’ll hit the profit cap), while 49% will go to early
investors and employees and 2% will go to OpenAI’s non-profit arm.

Once $92B in profit is generated and paid to Microsoft—along with that $13B in
principal—all equity reverts back to OpenAI, along with 100% of future profits.

This structure operates like a hedge—for OpenAI, it is a way to make sure that the
company has the capital and institutional backing that it needs to survive in the
short-term given that the profit-making capacity of the company is still unproven,
with a large long-term reward in the event that they’re successful in making it
work.

Competition

OpenAI’s biggest competitors to date are Google, who have their own decade-
plus long research in AI now coming to fruition, Meta, whose LLaMa language
model competes with GPT-4 from an open source direction, and competing
private AI research laboratory Anthropic.

Google

Earlier this year, Google merged its DeepMind and Google Brain AI divisions in
order to develop a multi-modal AI model to go after OpenAI and compete directly
with GPT-4 and ChatGPT. The model is currently expected to be released toward
the end of 2023.

Gemini is expected to have the capacity to ingest and output both images and
text, giving it the ability to generate more complex end-products than a text-alone
interface like ChatGPT.

One advantage of Google’s Gemini is that it can be trained on a massive dataset
of consumer data from Google’s various products like Gmail, Google Sheets, and
Google Calendar—data that OpenAI cannot access because it is not in the public
domain.



Another massive advantage enjoyed by Google here will be their vast access to
the most scarce resource in AI development—compute.

No company has Google’s access to compute, and their mastery of this resource
means that according to estimates, they will be able to grow their pre-training
FLOPs (floating point operations per second) to 5x that of GPT-4 by the end of
2023 and 20x by the end of 2024.

Meta

Meta has been a top player in the world of AI for years despite not having the
outward reputation of a Google or OpenAI—software developed at Meta like
Pytorch, Cicero, Segment Anything and RecD have become standard-issue in the
field.

When Meta’s foundation model LLaMA leaked to the public in March, it
immediately caused a stir in the AI development community—where previously
models trained on so many tokens (1.4T in the case of LLaMa) had been the
proprietary property of companies like OpenAI and Google, in this case, the
model became “open source” for anyone to use and train themselves.

When it comes to advantages, Meta—similar to Google—has the benefit of
compute resources that they can use both for developing their LLMs and for
recruiting the best talent. Meta have the 2nd most H100 GPUs in the world,
behind Google.

Anthropic

Anthropic is an AI research company started in 2021 by Dario Amodei (former VP
of research at OpenAI), Daniela Amodei (former VP of Safety and Policy at
OpenAI) and nine other former OpenAI employees, including the lead engineer on
GPT-3, Tom Brown. Their early business customers include Notion, DuckDuckGo,
and Quora.

Notion uses Anthropic to power Notion AI, which can summarize documents, edit
existing writing, and generate first drafts of memos and blog posts.

DuckDuckGo uses Anthropic to provide “Instant Answers”—auto-generated
answers to user queries.

Quora uses Anthropic for their Poe chatbot because it is more conversational
and better at holding conversation than ChatGPT.

In March 2023, Anthropic launched its first product available to the public—the
chatbot Claude, competitive with ChatGPT. Claude’s 100K token context window
vs. the roughly 4K context window of ChatGPT makes it potentially useful for
many use cases across the enterprise.

Despite the advanced state of OpenAI, there are a few different avenues for
Anthropic to become a major player in the AI space.
1. Anthropic gives companies optionality across their LLMs

DuckDuckGo’s AI-based search uses both Anthropic and OpenAI under the hood.
Scale uses OpenAI, Cohere, Adept, CarperAI, and Stability AI. Quora’s chatbot Poe
allows users to choose which model they get an answer from, between options
from OpenAI and Anthropic.

Across all of these examples, what we’re seeing is that companies don’t want to
be dependent on any single LLM provider.

One reason is that using different LLMs from different providers on the back-end
gives companies more bargaining power when it comes to negotiating terms and
prices with LLM providers.

Working with multiple LLM companies also means that in the event of an short-
term outage or a long-term strategic shift, companies aren’t dependent on just
that one provider and have a greater chance of keeping their product going in an
uninterrupted manner.

This means that even if OpenAI were to be the leader in AI, Anthropic would still
have a great opportunity as a #2—as the Google Cloud to their AWS in a world of
multi-cloud, and as a vital option for companies to use to diversify their AI bill.
2. Anthropic is focused on B2B use cases, OpenAI on B2C

Different AI chatbots have different strengths and weaknesses. For example,
Anthropic’s Claude chatbot is more verbose than ChatGPT, more natural
conversationally, and a better fit for many B2B use cases. On the other hand,
ChatGPT is better at tasks like generating code or thinking about code, and for
many B2C use cases.

Claude’s 100K token context window means that it is specifically a better fit than
ChatGPT for many use cases across the enterprise—something we’ve already
seen play out across Notion, DuckDuckGo, and Quora, as well as companies like
Robin AI (a legal tech business using Claude to suggest alternative language in
briefs) and AssemblyAI (a speech AI company using Claude to summarize and
drive Q&A across long audio files). Legal doc review, medical doc review,
financial doc review—Claude has applications across industries where large
amounts of text and information need to be processed.

Another aspect of Claude that makes it potentially more useful than ChatGPT for
professional use cases is the fact that it has been trained specifically to be
“more steerable” and produce predictably non-harmful results.

Claude’s more prescriptive approach means it can be relied on to provide more
consistent answers with less hallucinations—a tradeoff that might make it less
useful than ChatGPT for all-purpose consumer applications, for exploring novel
information, or for generating new information like code, but which makes it
more useful for e.g. basic service and support tasks that involve retrieving
information from a knowledge base and synthesizing it for customers.
3. Anthropic serves businesses rather than competing against them

Anthropic’s focus on the business/enterprise use case of building AI chatbots
could be powerful not just in terms of what it allows customers to build but in
how it allows them to avoid hitching their wagon to OpenAI.

OpenAI’s hit product is the consumer chatbot ChatGPT, which therefore makes
OpenAI potentially competitive with any product building an AI product for
consumers.

Since the launch of the GPT-3 API, there’s been a wave of companies building
text-based AI products—see AI writing assistants like Jasper and Copy.ai. Jasper
and Copy.ai built their businesses reselling OpenAI’s GPT-3 output at ~60% gross
margin. Then OpenAI released ChatGPT, with which users can upload a batch of
text and have it edited via a chat interface just as they could have within Jasper
or Copy.ai.

OpenAI’s hit consumer product ChatGPT, while a big success for OpenAI,
therefore works at cross purposes to their ability to sell access to their APIs into
businesses.

Anthropic, by not having a consumer-facing product like ChatGPT, avoids this
issue.

Instead, they can fully focus on developing a product specifically responsive to
the needs of businesses, which might mean higher customization, better
integration capabilities, a stronger focus on scalability and reliability, white-
labeling, or better data privacy controls.

TAM Expansion



OpenAI’s long-term goal is to develop the most capable artificial intelligence that
is safe and aligned with human values.

While it’s challenging to predict the long-term potential and value of an emerging
technology like artificial intelligence, we can already make some predictions
about how OpenAI might be valuable in the future based on changes that are
happening now.

For example, OpenAI has triggered and is benefiting from shifts in how work is
done across the B2B world—and as more and more spend moves towards AI-
enabled software, OpenAI stands to become an AWS-like tax on the entire
ecosystem.

Where card issuing enabled new, digital workflows that form the basis of Ramp
and Brex’s disruption of American Express, the next wave of disruption built on
LLMs will automate away the human labor and judgment built into those
workflows.

Rather than humans uploading receipts and filling out forms, AI will pre-classify
transactions once they’re made and merely prompt a human to confirm—
changing the finance manager’s role from pilot to auto-pilot monitor.

Finance work moving from humans to autonomous AI agents portends a shift
from seats in payroll in Rippling towards spend on tokens and SaaS in tools like
Ramp and Brex—ultimately benefiting OpenAI who can take a tax on the entire
ecosystem.
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