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Abstract 

With thousands of (online) bookmakers accepting wagers on sporting events, sports 
betting has become a billion-dollar business worldwide. Therefore, researchers and 
practitioners have gathered interest in investigating the “wisdom-of-crowds” effect in 
online tipster communities to predict the outcomes of sports events. We extracted 
1,534,041 tips of 3,484 tipsters from Blogabet.com and used this user-generated content 
to investigate whether there is wisdom in online tipster communities that can be used to 
improve betting returns. We applied state-of-the-art data mining and natural language 
processing techniques and tested our hypotheses using quantitative research methods. 
Our results demonstrate that there is indeed wisdom in such online tipster communities 
that can improve sports betting returns. Tipsters won 3.29% more tips than the implied 
win probability set by bookmakers and produced averaged yields of 3.97%. We further 
identified four characteristics that are significant indicators for smarter sub-crowds 
within the overall crowd of an online tipster community. 

Keywords: data mining; natural language processing; online communities; sports 
betting; sports innovation; user-generated content; wisdom-of-crowds 

Introduction 

Sports betting has become a billion-dollar business around the globe. In Germany, for 
example, each day people place bets worth EUR 25 million. An increase of 21 percent 
over the previous year (Deutscher Sportwettenverband, 2020). Online tipster 
communities, such as Betadvisor.com, Blogabet.com, or Oddsportal.com, offer semi-
professional sports bettors, so-called tipsters, the opportunity to publish, share and 
explain their carefully elaborated tips over the internet. Community members, on the 
other hand, can comment and discuss those publicly available tip recommendations. 
Online tipster communities can be seen as a new type of sports-based entrepreneurship 
(see, Ratten (2011)) driven by the emergence and rise of innovative digital technologies 
in the sports industry that cover a wide range of sports and have a lively community 
(Gruettner, 2019; Ratten, 2017). Considering the forecasting power (e.g., in terms of 
diverse knowledge and expertise), recent academic studies published in scholarly 
journals have shown interest in investigating the underlying dynamics of online tipster 
communities (e.g., Brown and Reade (2019)). In this vein, the user-generated content of 
tipsters – which we will refer to as tipster-generated content (TGC) in this study – offers 
the potential to become a revealing data source to improve sports betting returns. 
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TGC has proven to be valuable in predicting the outcomes of sports events, as it not only 
contains concrete predictions of match results but also (often) background information 
about the tipsters or even detailed textual match analyses. Existing studies have been 
published on the “wisdom-of-crowds” effect of Surowiecki (2004) (e.g., Brown and 
Reade (2019), O’Leary (2017), Peeters (2018), or Schumaker et al. (2016)). The 
wisdom-of-crowds effect operates on the premise that an averaging of forecasts 
eliminates individual prediction errors and thus leads to greater accuracy. In other 
words, large groups of individuals are better at making predictions than individuals are. 
The effect has tremendous practical implications: First, it suggests that decisions made 
by the majority rule (or by averaging opinions) will outperform decisions made by single 
experts. Second, it suggests that decisions made by the majority rule will often be 
accurate in an absolute sense – an implication that partially accounts for the rapidly 
increasing use of information markets to predict events (Simmons et al., 2011).  

TGC can be seen as a valuable source to extract the wisdom of an online tipster 
community to predict the outcomes of sports events. However, existing studies on TGC 
and the wisdom-of-crowds effect come with several shortcomings: First, existing studies 
– except Brown and Reade (2019) – have not tested the wisdom-of-crowds effect in a 
realistic setting using data extracted from a real-world online tipster community. 
Second, the data sets with which existing studies have performed their analyses are not 
very comprehensive. As a consequence, they have not included rich information on the 
characteristics of the crowd to identify, for instance, smarter sub-crowds, although 
relevant literature on the wisdom-of-crowds effect have concluded that not only can 
crowdsourcing outperform experts but additionally the characteristics of the crowd are 
likely to influence the prediction results (O’Leary, 2017). Third, current evidence from 
related literature streams, such as financial studies, innovation management and 
entrepreneurship, suggests that textual user-generated content provides a rich crowd-
based pool on information that can be easily collected and analysed to extract the 
wisdom of crowds (Chen et al., 2014; Otterbacher, 2009; Rhyn & Blohm, 2019). 
However, existing studies have just taken the tipsters’ concrete results predictions as 
well as a few tipster-related characteristics, such as tipsters’ prior tip experience, into 
account. Therefore, they have not examined the detailed textual match analysis attached 
to a published tip. 

To address the abovementioned shortcomings, we extracted data from Blogabet.com, an 
online tipster community founded in 2006 that covers a wide range of sports and has a 
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lively community with around 291,156 members.1 Our final data set compromises 
1,534,041 verified tips (which we will refer to as picks in the rest of this study) extracted 
from 3,484 tipsters. For each of these picks, our data set includes (1) contributor-
/(tipster)-related variables such as prior experience, past performance and location, (2) 
textual-content-/(match-analysis)-related variables such as its length, its readability and 
its specificity as well as (3) community-related variables that measure the feedback and 
reaction of the community to specific tipsters in terms of the number of followers. We 
aim to leverage our collected data set to investigate whether (1) there is wisdom in a 
crowd of an online tipster community that can be used to improve betting returns and 
whether (2) we can identify specific characteristics that are indicators for smarter sub-
crowds within the overcall crowd of an online tipster community. 

To do so, we conducted two evaluations: First, we averaged and compared the implied 
win probability of the odds set by the bookmakers with the actual win percentage of the 
picks proposed by tipsters on Blogabet.com. Second, we conducted a mixed-effects 
logistic regression model (MELR) that identifies the characteristics of significantly 
smarter sub-crowds. The contributions of our study are as follows: For researchers, we 
prove that there is indeed wisdom in online tipster communities. Moreover, we propose 
a set of variables that explain specific characteristics that are indicators for smarter sub-
crowds. For practitioners, our results provide important insights into TGC and the 
wisdom of online tipster communities that are especially relevant for bookmakers as 
well as tipsters, which either protect them from losses or improve their (betting) returns. 

The remainder of this study is structured as follows: Section 2 introduces the theoretical 
background and related work. Our hypotheses are stated in Section 3. The methodology 
is described in Section 4. Section 5 presents our results as well as the discussion. We 
then propose the implication, avenues for future research and the limitations in Section 
6. Finally, we conclude our study in Section 7. 

Using Tipster-Generated Content to Extract the Wisdom of an Online 
Tipster Community to Predict Sports Outcomes  

In recent years, user-generated content has raised the interest of researchers and 
practitioners alike as it allows to leverage publicly available data that often contains 
valuable information (e.g., customer needs or opinions) (Krumm et al., 2008). 
Therefore, many organisations are currently racing towards extracting insights from 

 
1 The numbers are based on Blogabet.com’s website and are as of 13 December 2019. 
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user-generated content and leveraging them based on new business models (Byrum & 
Bingham, 2016). In the sports industry, user-generated sports content becomes a 
revealing data source as it offers (freely) available information such as discussions and 
experiences of fans or even thoughts and feelings of professional athletes (Gruettner et 
al., 2020). In the context of this study, TGC can be seen as user-generated tip 
recommendations that provide a valuable source to extract the wisdom of an online 
tipster community to predict the outcomes of sports events. 

The wisdom-of-crowds effect operates on the premise that the independent judgement 
of a crowd of individuals (as measured by any form of central tendency) will be 
relatively accurate, even when most of the individuals in the crowd are ignorant and 
error-prone (Surowiecki, 2004). The effect has been studied and discussed in many 
research fields and scholarly articles in recent years, for instance, in financial studies to 
predict future stock returns. In this vein, Chen et al. (2014) proved that a textual analysis 
of users’ posts on Seekingalpha.com, a popular opinion forum for stock market 
investors, has predictive power for future stock returns. In (product) innovation 
management, Hoornaert et al. (2017) as well as Beretta (2018) demonstrated that adding 
crowd-related information such as feedback (e.g., in the form of online comments) to 
the idea selection process helps to identify ideas that are more likely to be successful. 
Similarly, in the entrepreneurship literature, Mollick and Nanda (2016) showed 
evidence that support on the crowdfunding website Kickstarter.com is a better predictor 
of the success of theatre productions than evaluations by a designated expert panel. 
However, although many of the conducted studies support the wisdom-of-crowds effect, 
there have also been studies which challenge the accuracy and fundamental premises of 
crowd prediction: For example, Haan et al. (2005) concluded that experts are less 
sensitive to the emergence of new information than crowds. Thus, experts are likely to 
act less impulsively. Critics also observed that some crowd members might simply select 
crowd favourites rather than evaluate the data independently. This reinforcing behaviour 
could, for instance, lead to over-valuing the crowd favourite and can have a negative 
impact on the prediction accuracy (Budescu & Chen, 2015; Peeters, 2018). As a 
consequence of these ongoing discussions, we believe that in a sports outcome 
prediction context a fair test of the wisdom-of-crowds effect requires an investigation of 
a crowd in a realistic real-world market setting. 

Several research articles based on the wisdom-of-crowds effect have been published in 
recent years to investigate whether crowd wisdom can be used to predict sports 
outcomes. One of the most prominent examples includes Twitter, which has been 
studied as a predictor of soccer games. For instance, Schumaker et al. (2016) 
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investigated whether the sentiment contained in tweets can serve as a meaningful proxy 
to predict match outcomes. The authors found that crowdsourced sentiment can be a 
better predictor of match outcomes than odds. Likewise, Peeters (2018) concluded that 
information extracted from Transfermarkt.de evaluations – where online users submit 
transfer valuations of soccer players – could be used to generate sizeable betting returns. 
In detail, the author showed that forecasts of international soccer results based on the 
crowd’s evaluations are more accurate than those based on standard predictors (e.g., 
FIFA ranking). O’Leary (2017) compared the performance of a Yahoo crowd to experts 
in predicting the outcomes of matches in the FIFA World Cup 2014. The analysis found 
that the crowd was statistically significantly better at predicting outcomes of matches 
than experts and very similar in performance to established betting odds. However, none 
of the existing studies dealt with a specific online tipster community context. There is 
just one study – to the best of the knowledge of the authors – which evaluated the 
wisdom-of-crowds effect in a realistic real-world online tipster community setting. 
Brown and Reade (2019) extracted data from Oddsportal.com and investigated the 
accuracy of crowd forecasts. The authors found that the crowd outperforms bookmakers 
in specific cases, leading to the conclusion that tip recommendations (i.e., TGC) in 
online tipster communities contain information that is not in betting prices. 

Existing studies come with several weaknesses in the way that they did not meet the 
four conditions for crowd wisdom set out by Simmons et al. (2011). According to the 
authors, a crowd is smart when the members in the crowd are (1) knowledgeable, (2) 
motivated to be accurate, (3) diverse and (4) independent. The majority of the existing 
studies used either social media platforms such as Twitter (e.g., Schumaker et al. (2016)) 
or data extracted from online websites such as Yahoo (e.g., O’Leary (2017)) for their 
analyses. Social media platforms or online websites have not been set up with the aim 
of eliciting crowd wisdom. Thus, they usually generate collective judgements (Peeters, 
2018). Furthermore, they typically do not provide users with any explicit incentives to 
induce accurate reporting. For example, the incentives on social media to provide 
accurate information for forecasting may arguably be weak. Unlike online tipster 
communities, accurate social media forecasts may enhance an individual’s reputation 
but are not directly profitable. Even worse, there are many instances of misinformation 
on social media (Antretter et al., 2019; Chen et al., 2014). In the same vein, social media 
platforms and online websites often make little attempt to reach a diverse user 
population. Finally, they usually allow (and indeed stimulate) communications between 
users, which may limit the independence of users’ opinions (Peeters, 2018). 
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We believe that our online tipster community setting from Blogabet.com meets the four 
conditions set up by Simmons et al. (2011) for the following reasons: First, online 
tipsters are knowledgeable as they publish sports picks regularly, mostly for only a 
specific selection of sports types or games. Second, we assume that they are motivated 
not only to publish accurate picks because they (probably) want to place their own 
money on a particular pick but also to build up a strong track record within the tipster 
community (e.g., a favourable ranking between all tipsters of the online tipster 
community) that allows them, for example, to offer access to their picks on a paid basis. 
Third, tipsters in an online tipster community are embedded in a broad and diverse 
network of people over the internet. Accordingly, they have different backgrounds and 
are even interested in different types of sports or sports clubs. Hence, the crowd is 
sufficiently diverse, decentralised through the reach of the internet, able to be 
summarised and rapidly independent. Consequently, and fourth, tipsters’ evaluations of 
specific picks (mostly) rely on their own information and are not influenced by other 
members of the online tipster community. 

Extracting TGC and the wisdom of an online tipster community poses several 
challenges: As described, contributions in online tipster communities are submitted by 
a diverse network of people with different backgrounds and degrees in expertise. As a 
result, the quality of the tipsters as well as of the published picks vary drastically from 
excellent to noise and ambiguity, such as abuse and spam. In addition, besides structured 
data such as predefined match-related metadata (e.g., the kick-off time), there is a wide 
array of unstructured data such as TGC. Figure 1 shows an overview of the tipsters 
ordered by the number of followers of an online tipster community. Figure 2 illustrates 
an example of a published pick of a tipster. As a consequence of the abovementioned 
challenges, the process of manually reviewing and filtering the large amount of tipsters 
and TGC to identify valuable picks and separating them from low-quality contributions 
that should not be used to extract the wisdom of the crowds is a latent challenge. Text 
mining and Natural Language Processing (NLP) techniques represent promising 
solutions to cope with the vast amount of contributions in an online tipster community. 
Thus, they provide the means to discover patterns and extract useful information from 
textual data in a fast, automatic, scalable and repeatable way (Rhyn & Blohm, 2019).  

Research from prior literature on the wisdom-of-crowds effect as well as from related 
literature streams applied such techniques to extract the wisdom of vast amounts of 
contributions. The findings commonly reported that highly valuable contributions are 
marked by specific characteristics. In this vein, Hoornaert et al. (2017) proposed a model 
that can be adapted to the context of this study and helps to analyse TGC to extract the 
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wisdom of an online tipster community. The authors identified three sources of 
information (the “3Cs”) available in online communities: (1) Characteristics about the 
contributor, (2) the textual content of the contribution and (3) the community's feedback 
and reaction. The “contributor” category refers to TGC that contains information about 
the tipster who published a pick. For instance, previous studies have proven evidence 
that crowds improve their forecasting performance over time as they become more 
experienced and skilled (e.g., Budescu and Chen (2015), Goldstein et al. (2014), or 
Lamberson and Page (2012)). Therefore, it is reasonable to assume that experienced and 
skilled tipsters also form smarter sub-crowds in an online tipster community. The 
“content” category refers to the content-related textual features of a textual contribution, 
that is, the detailed textual match analysis attached to a published pick, which is usually 
expressed in unstructured, written text. Content-related textual features, such as the 
length (e.g., Riedl et al. (2013) or Wang and Strong (1996)), the readability (e.g., Flesch 
(1943) or Otterbacher (2009)) or the specificity (e.g., Otterbacher (2009) or Weimer and 
Gurevych (2007)), can be used to examine how carefully a tipster has elaborated their 
picks. This, in turn, can be used to assess the quality of a pick and, hence, helps to 
identify patterns of smarter sub-crowds. The “community” category refers to the 
feedback and reactions of the community. For instance, studies highlight that positive 
feedback from the community in the form of, for example, comments or likes can be 
seen as a proxy for the communities’ satisfaction with a specific tipster (e.g., Antretter 
et al. (2019), Beretta (2018), and Hoornaert et al. (2017)). Thus, it can be used as a 
means to identify smarter sub-crowds of tipsters. 

In this study, we build upon the principles of the “3Cs” to derive our hypotheses that are 
explained in the following section. 
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Figure 1 

Overview of the Tipsters Ordered by the Number of Followers of an Online Tipster 
Community (Here Blogabet.com) 
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Figure 2 

Illustration of a Published Pick of a Tipster in an Online Tipster Community (Here 
Blogabet.com) 

 

Hypotheses Development 

For the development of our research model (see, Figure 3), the following hypotheses 
draw from prior literature on the wisdom-of-crowds effect as well as from related 
literature streams (e.g., crowdsourcing, entrepreneurship, financial studies, innovation 
and idea generation, and data quality and computational filtering approaches) to provide 
a discussion of what can be measured about each of the “3Cs” proposed by Hoornaert 
et al. (2017) to extract the wisdom of an online tipster community. 
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Figure 3 

Research Model of this Study 

 

Development of Contributor-Related Crowd Characteristics (Hypothesis 1) 

Contributor (i.e., tipster-related) characteristics, in our study, refer to (1) the prior 
experience, (2) the past performance and (3) the location of the crowd in an online tipster 
community. Previous studies have noted that the prior experience and the past 
performance of a crowd are positively related to the accuracy of predictions and can, 
therefore, outperform larger crowds as well as experts. For instance, Goldstein et al. 
(2014) identified smaller sub-crowds that beat the wisdom of bigger crowds in a Fantasy 
Football Player selection. Their findings were that both the prior experience, measured 
as average years the crowd has played, and the past performance, measured as ranking 
within the community, have a significant positive impact. These findings are in line with 
Lamberson and Page (2012), who investigated the optimal group composition for 
accurate forecasts, as well as with Budescu and Chen (2015), who improved the quality 
of aggregate forecasts by eliminating poorly performing individuals from the crowd. 
Extrapolating from these studies, prior tip experience and a history of successful picks 
in the past may indicate a sub-crowd in an online tipster community that has expertise 
and knowledge, which in turn suggests that they are indicators of smarter sub-crowds 
within the overall crowd of an online tipster community. 

Evidence for the wisdom-of-crowds effect has been shown with large, diverse samples 
in many different contexts. However, several previous findings concluded that it matters 
far less whether the crowd is homogenous or diverse along demographic dimensions, 
such as age, sex or the location of crowd members (e.g., de Oliveira and Nisbett (2018) 
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or van Dijk et al. (2012)). In contrast to these findings, we assume that demographic 
characteristics of the crowd could be indicators of smarter sub-crowds in the context of 
sports betting for the following reasons: Recently published studies commonly reported 
that the sports betting markets reveal inefficiency and information asymmetries. For 
example, Elaad et al. (2019) found that individual bookmakers are not efficient. Their 
own odds do not appear to fully use the information contained in their competitors’ odds. 
Furthermore, Brown and Reade (2019) demonstrated, as described, that online tipster 
communities contain information that is not in betting prices. We expect that crowds of 
tipsters that bet on picks played in their home country will have more detailed 
information and expertise about the pick than foreign tipsters and bookmakers. This is 
especially true for marginal sports like table tennis or lower country-specific sports 
leagues in which usually less public information is available (Peurala, 2013). Therefore, 
the location of a crowd is added to our research model.  

Consequently, one should expect that the prior experience, the past performance and the 
location of a crowd of tipsters are indicators of smarter sub-crowds. 

H1a: The characteristics of the crowd in terms of its prior experience is positively 
related to correctly predicting the outcome of a pick. 

H1b: The characteristics of the crowd in terms of its past performance is 
positively related to correctly predicting the outcome of a pick. 

H1c: The characteristics of the crowd in terms of its location is positively related 
to correctly predicting the outcome of a pick. 

Development of Content-Related Crowd Characteristics (Hypothesis 2) 

The analysis of content-related textual features is commonly used in practice to extract, 
for instance, the creativity, expertise or workforce of a given crowd (Rhyn & Blohm, 
2019). Hence, several recent studies provide supportive evidence of the value of this 
type of crowd wisdom. For instance, Klein and Garcia (2015) presented an approach 
called the “bag of lemons”, which enables crowds to filter ideas based on textual features 
with accuracy superior to conventional approaches. Chen et al. (2014) showed, as 
described, that a textual analysis of users’ posts on Seekingalpha.com has predictive 
power for future stock returns. In this study, we focus on three content-related textual 
features for picks that include a detailed textual match analysis that are likely to be 
indicators of smarter sub-crowds: That is (1) the length, (2) the readability and (3) the 
specificity of a published pick. 
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In an online tipster community, tipsters can use text to explain why they have chosen to 
bet on a specific pick. Providing sufficient and detailed information about the pick 
facilitates the evaluation process and demonstrates that the tipster has spent time to 
elaborate it. In turn, this increases the likelihood that a pick has a positive outcome. The 
amount of information in a textual contribution (i.e., its length) has frequently been 
discussed as one of its most important features by related literature (Wang & Strong, 
1996). Longer contributions contain more information that could potentially be relevant 
for the outcome of the pick than shorter ones. On the other hand, researchers emphasised 
that contributions that are short and less elaborated tend to deliver less information (e.g., 
Riedl et al. (2013)). In the same vein, the readability of a pick can be used to analyse the 
syntactic and semantic complexity of a published pick, which we claim is also a proxy 
of how carefully a tipster has elaborated their pick (Flesch, 1943). Higher readability of 
a pick often indicates a better-evaluated pick and thus makes it easier to extract relevant 
cues or information. Past research has shown that a better readability score is likely to 
enhance the interpretability or clarity of a textual contribution and may enable the 
acquisition of the embedded information (Otterbacher, 2009). Lastly, related literature 
emphasises the need to consider the specificity and relevance of the information in a 
textual contribution. For instance, Weimer and Gurevych (2007) used similarity features 
to measure the relatedness of an online post to a forum topic. Likewise, Otterbacher 
(2009) quantified the extent to which a product review contains terms that are 
statistically important across other reviews as a significant indicator of the helpfulness 
of a review. In the context of this study, we believe that smarter sub-crowds base their 
decisions to publish a pick on clear and specific criteria, such as information that is based 
on quantitative pre-match analyses (e.g., win/loss ratio of home and away games), or 
other specific information, such as missing or injured players. 

Following the argumentations above, we assume that the length, the readability and the 
specificity of a pick are used by smarter sub-crowds. Consequently, our content-related 
hypotheses to extract the wisdom of an online tipster community are as follows: 

H2a: The content-related characteristics of the crowd’s picks in terms of its 
length is positively related to correctly predicting the outcome of a pick. 

H2b: The content-related characteristics of the crowd’s picks in terms of its 
readability is positively related to correctly predicting the outcome of a pick. 

H2c: The content-related characteristics of the crowd’s picks in terms of its 
specificity is positively related to correctly predicting the outcome of a pick. 
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Development of Community-Related Crowd Characteristics (Hypothesis 3) 

While H1 and H2 focus on the characteristics of the crowd in terms of its contributors 
and content, this study finds that it is also desirable to incorporate the feedback and the 
reaction of the online tipster community into the research model to identify specific 
characteristics that are indicators for smarter sub-crowds in an online tipster community. 
Studies on crowdsourcing (e.g., Hoornaert et al. (2017)) and idea selection (e.g., 
Antretter et al. (2019)) highlighted that positive feedback from the community indicates 
the popularity and approval of a member within the online community. Thus, it can 
represent a way of evaluating a particular crowd of tipsters. For example, Antretter et 
al. (2019) showed that the number of followers on Twitter is among the most important 
predictors for new venture survival. Likewise, Beretta (2018) noted that one should not 
only attract a large number of contributors to extract the wisdom of crowds but also 
considers types of participants to engage with to enable access to diverse knowledge and 
expertise. Therefore, we pose the following hypothesis: 

H3: The feedback and the reaction of the community in terms of the number of 
followers are positively related to correctly predicting the outcome of a pick. 

Methodology 

To validate our hypotheses, we followed an adjusted knowledge discovery process in 
databases (KDD) as described by Fayyad et al. (1996). KDD describes the structured 
extraction of useful information from a large volume of data. For the purpose of this 
study, KDD’s iterative cycle approach was combined and formed into three steps: (1) 
data selection, (2) data pre-processing and transformation and (3) data mining and 
evaluation (see, Figure 4), which are explained in the following subsections. 
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Figure 4 

Adjusted KDD and the Corresponding Results/Approach 

 

Data Selection 

The first step of our adjusted KDD included the selection of data sources. As described, 
we chose Blogabet.com as a representative of an online tipster community. We chose 
Blogabet.com for two major reasons: First, all historical data about tipster-related 
characteristics (i.e., prior experience, past performance and location), content-related 
characteristics (i.e., the length, readability and specificity of the textual match analyses), 
community-related characteristics (i.e., number of followers) as well as the pick 
outcome are publicly available. Second, Blogabet.com has implemented the “verified 
odds” concept. This concept guarantees that the odds displayed are accurate and 
available at the time of publishing the pick. To achieve that, Blogabet.com uses multiple 
direct bookmakers’ feeds where tipsters can verify the right picks for their selections in 
real time. Furthermore, Blogabet.com has implemented a review system in which 
tipsters correct and verify themselves. Consequently, a high reliability and accuracy of 
the picks included in our data set are guaranteed. 

We added the entire pick archive of a given tipster (see, Figure 5 for the 
inclusion/exclusion criteria for the selection of tipsters and picks) to our data set for 
further analysis: Blogabet.com recorded 11,378 active tipsters (i.e., the tipster published 
at least one pick in the last twelve months) who had published 4,005,176 picks at the 
time of our analysis (the numbers are as of 28 September 2019). To narrow down the 
selection of tipsters, in a first step, we deleted all tipsters that had less than 100 picks or 
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more than 2,000 picks from our data set. It is generally accepted in the sports betting 
market that tipsters that have less than 100 picks are not reliable, and their past 
performance may be due to luck or coincidence. Likewise, a closer look at the tipsters 
that had more than 2,000 picks made the impression that multiple tipsters or commercial 
ventures maintained these accounts. In the next step, we excluded all tipsters and picks 
that were not 100% verified as described above, as well as tipsters that were banned, 
paused or reset their pick history during the data collection phase. We then excluded all 
picks whose match analysis was not written in English in order to obtain reliable results, 
since some of our applied data analytics techniques are designed for the English 
language. In total, 1,534,041 picks from 3,484 tipsters were included in our final data 
set for further analysis. This data set is publicly available and can be accessed via the 
following reference: Gruettner (2020). 

Figure 5 

Inclusion and Exclusion Criteria for Tipsters and Picks 

 

Data Pre-Processing and Transformation 

After extracting and collecting relevant data, the next step was data preparation and 
transformation. Therefore, we transformed the collected data into a structured format 
that can be accessed and processed for further analysis. To validate our developed 
hypotheses (i.e., H1 to H3), we generated several variables that are based on the 
extracted data. Three example picks of the used variables can be found in Table 1 and 
are explained as follows: To examine if there is wisdom in a crowd of an online tipster 
community that can be used to improve betting returns, we averaged and compared the 
implied win probability of the odds set by bookmakers with the actual win percentage 
of the picks proposed by tipsters. The implied win probability was calculated as: 
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Implied Win Probability = 1 / Odds 

The actual win percentage was calculated as: 

Actual Win Percentage = Number of won picks / Number of all picks 

To identify specific characteristics that are indicators for smarter sub-crowds within the 
overall crowd of an online tipster community, we first pre-processed and transformed 
all data related to the contributor-related crowd characteristics (H1). The prior 
experience variable displayed the number of all picks that a tipster had published. The 
past performance variable contained the so-called yield of a tipster. The yield is 
commonly used in sports betting to compare the performance of tipsters. To test whether 
a pick was published in the home country of a tipster (H1c), we created a location 
dummy variable in which 1 stood for a pick that was placed in the same location and 0 
for a pick that was not. 

To test the content-related crowd characteristics (H2), different data analytics techniques 
using the programming language Python 3.7 were applied, since it is widely known, 
easy to use and supports major libraries for NLP tasks: First, all picks that included a 
textual match analysis with less than four words were set to 0 because they did not 
contain any relevant information or included noise for further analysis. Afterwards, we 
calculated the length of each match analysis by splitting the picks’ strings into tokens. 
We deleted all English stop words based on the Natural Language Toolkit (NLTK) stop 
word list for the English language (Bird et al., 2009). Finally, we counted the number of 
filtered tokens of each pick. The token length of a pick was then used to test our 
hypothesis H2a. Next, we aimed to measure the readability of each match analysis to 
test if it correlates to the outcome of a pick. To measure the syntactic readability of texts, 
several measures have been used in research (Khawaja et al., 2010). We selected the 
Flesch-Reading-Ease (FRE) to capture the readability of the picks since this score 
combines language complexity measurements, such as the average sentence lengths and 
the average syllables per word, into one number (Flesch, 1943). The score has been 
widely used before to determine the readability of a message in computer-mediated 
communication (e.g., Walther (2007)) or for measuring the readability of posts in online 
forums (e.g., Wambsganss and Fromm (2019)). We used the following formula: 

Flesch Reading Ease = 206.835 – (1.015 * asl) – (84.6 * asw) 
asl: average sentence length of a response, asw: average syllables per word 
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The scores of our answers ranged from 0 to 120.20. The higher the FRE score was, the 
better the readability of the match analysis. The FRE was used to test our hypothesis 
H2b. Moreover, we aimed to test the specificity of information in a given pick. 
Therefore, we retrieved a dictionary of domain-related vocabularies from “word net” 
(Princeton University, 2019), representing related words for sports injuries. We 
controlled if the word stem of any token in a pick matches the word stem of any word 
in our dictionary. For stemming the tokens of our picks and the dictionary entries, we 
used the English Porter Stemmer provided by NLTK by Bird et al. (2009). 

For the validation of H3, we used the number of followers as a variable that measures 
the community-related crowd characteristics extracted from Blogabet.com. 

To measure the success of a published pick, we chose the pick outcome in terms of 
whether a tipster won or lost the pick. We chose the outcome of the pick as our 
dependent variable, as it is the performance measure used by tipsters in practice and, 
therefore, can be applied as a proxy for the quality of the pick and in turn helps to extract 
the wisdom of the crowd. 

Table 1 

Three Examples of a Published Pick and their Corresponding Variables 
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United has got a lot of injuried 
player, Arsenal have got a high 
quality attacker players... 

Win 47.62% 108 2% 0 8 55.97 1 14,464 

I think Leganes wants this game 
much more. They are strong in their 
home. Even the games they lost in 
their home they played pretty well. 
Leganes has the momentum and the 
passion to win this game. Possible 
scores 1-0 / 2-1 

Loss 27.78% 435 7% 0 22 98.55 0 133 

- Win 55.56% 1,769 -4% 1 0 0 0 5 

Data Mining and Evaluation 

The last step of our adjusted KDD included the data mining and evaluation phase. As 
described, to examine if there is wisdom in a crowd of an online tipster community that 
can be used to improve betting returns, we averaged and compared the implied win 
probability of the odds set by the bookmakers with the actual win percentage of the picks 
proposed by tipsters. The difference between both variables indicates whether there is 
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wisdom in a crowd of an online tipster community that can be used to improve betting 
returns (see, Brown and Reade (2019)). To identify specific characteristics that are 
indicators for smarter sub-crowds within the overall crowd of an online tipster 
community, we measured the impact of the abovementioned variables on the outcome 
of the pick. In our data set, a particular tipster produces multiple data points (i.e., picks) 
over time. Therefore, traditional statistical approaches (e.g., linear/logistic regressions 
or analysis of variance) are of limited use because of restrictive assumptions concerning 
the variance-covariance structure of the repeated measures in longitudinal data sets 
(Hedeker & Gibbons, 2006; Laird & Ware, 1982). For instance, (1) error terms that are 
correlating with each other or (2) variances that lead to different sources of heterogeneity 
(e.g., between tipsters or within a tipster themselves) (Fitzmaurice et al., 2012). To deal 
with these challenges and to predict dichotomous outcome variables (i.e., binary 
outcome variables), researchers commonly use MELRs when observations are 
correlated. MELRs have shown to be sensitive and statistically powerful while dealing 
with longitudinal data sets as well as missing values in various theoretical as well as 
practical studies (e.g., Vermunt (2005)). Therefore, we believe that an MELR guarantees 
robustness and reliability to test H1 to H3 in our study. For our analysis, we scaled the 
values of our data set to meet the requirements of the lme4 MELR R package version 
1.7 as proposed by Bates et al. (2014). 

Results and Discussion 

This study set out with the aim of assessing whether (1) there is wisdom in the crowd of 
an online tipster community that can be used to improve betting returns and whether (2) 
we can identify specific characteristics that are indicators for smarter sub-crowds of an 
online tipster community. To validate our hypotheses, as mentioned, a comparison of 
the implied win probability with the actual win percentage of the picks and an MELR 
was conducted. The detailed results, including a discussion, are presented in the 
subsections below. 

Descriptive Statistical Results 

Our final data set comprised 3,484 tipsters, who published a total of 1,534,041 picks 
(see, Table 2 for an overview of the descriptive statistics). Overall, the results showed 
that 797,769 or 52.00% out of the total 1,534,041 picks had a positive pick outcome 
(i.e., the tipster won the pick). In contrast, the averaged implied win probability set by 
the bookmakers of all picks was only 48.71%. The difference is 3.29%. Extrapolating 
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from this, we can prove that there is indeed wisdom in the crowd of an online tipster 
community that can be used to improve betting returns. In this vein, Figure 6 shows a 
detailed overview of the relationship between the implied win probability, the number 
of picks and the pick outcome. In 67,024 picks, or to put it differently, in 4.44% of the 
overall analysed picks, tipsters included a textual match analysis. These picks showed 
an actual win percentage of 54.90%. In contrast to the averaged implied win probability 
of 50.54%. The difference, that is 4.36%, indicates that the subset of picks which 
included a textual match analysis achieved even better results than the overall dataset 
including all picks. Out of the total 1,534,041 picks, 205,039 picks (or 13.37%) were 
played in the local home country of the tipster who published the pick. 55.54% of these 
picks had a positive pick outcome, in contrast to an average implied win probability of 
50.55%. The difference is the largest (4.99%), indicating that smarter crowds publish 
picks in their home country. 

Tipsters' prior experience showed a mean of 478 published picks. They were registered 
on Blogabet.com for a mean of 2.83 years. Furthermore, tipsters had average yields of 
3.97%, indicating a positive past performance of the majority of tipsters in our data set. 
The length of picks that included a textual match analysis showed a mean of 19.95. 
While the readability score of these picks presented a mean of 82.89, the specificity 
score showed a mean of 0.07. The community's feedback, in the form of the number of 
followers for each tipster included in our data set, showed a mean of 66. 

Table 2 

Descriptive Statistics of the Final Data Set 

Data Set Overview 
Number of tipsters = 3,484 Overall Including Textual 

Match Analysis Location 

Number of Picks 1,534,041 67,024 (4.44%) 205,039 (13.37%) 
Actual Loss Percentage 48.00% (736,272) 45.10% (30,225) 44.46% (91,168) 
Actual Win Percentage 52.00% (797,769) 54.90% (36,799) 55.54% (113,871) 

Av. Implied Win Probability 48.71% 50.54% 50.55% 
Difference* 3.29% 4.36% 4.99% 

Contributor Characteristics Mean SD Min Max 
Prior Experience 477.63 417.44 100 1,997 

Past Performance 3.97% 11.03% -96% 110% 
Content Characteristics     

Length 19.95 22.73 0 418 
Readability 82.89 16.60 0 120.20 
Specificity 0.07 0.31 0 9 

Community Characteristics     
Number of followers 65.82 254.99 0 6,288 

* The difference is calculated as: Actual Win Percentage – Av. Implied Win Probability 
SD = Standard deviation 
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Figure 6 

Relationship Between Implied Win Probability, Number of Picks, and Pick Outcome 

 

Evaluating Contributor-Related Crowd Characteristics 

The first hypothesis proposed in this study was that the characteristics of the crowd in 
terms of its prior experience (H1a), its past performance (H1b) and its location (H1c) 
are positively related to correctly predicting the pick outcome. As Figure 7 and Table 3 
show, the results of our performed MELR for the prior experience variable were 
significant at the p < 0.01 level and for the past performance variable highly significant 
at the p < 0.001 level. These findings confirm that prior experience (H1a) and past 
performance (H1b) are significant indicators of a smarter sub-crowd in an online tipster 
community that possesses expertise and knowledge and, thus, is likely to propose 
additional successful future picks. 

These results stand in contrast to the only study by Brown and Reade (2019) that also 
investigated the wisdom of a crowd effect in a realistic real-world online tipster 
community setting. In their study, Brown and Reade (2019) concluded that sub-crowds 
that are evaluated based on prior experience (more past tips) or past performance (higher 
historical returns on their tips) did not achieve better accuracy than the overall crowd in 
an online tipster community. Brown and Reade (2019) defined their crowd of 
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experienced tipsters as “those who have previously lodged more tips than the median 
tipster who lodged a tip on the same event” (Brown & Reade, 2019, p. 3). Likewise, 
they defined a skilled crowd as “those who have, at the time, a higher hypothetical return 
on their tips than the median tipster who lodged a tip on the same event” (Brown & 
Reade, 2019). We believe that classifying tipsters on an event basis involves several 
risks: First, depending on which specific event is analysed, the threshold for being 
classified as an experienced/skilled or as an inexperienced/unskilled tipster can vary 
drastically. Second, therefore, it is likely that the same tipster is classified once in the 
crowd of experienced/skilled tipsters and once in the crowd of inexperienced/unskilled 
tipsters, depending on which other tipsters it is compared with. As a consequence, the 
data set will have dependencies in its observations. Thus, we believe that a Micer-
Zarnowitz regression, which was applied in Brown and Reade’s study, is not appropriate 
for such an analysis. To handle the abovementioned risks, we applied an MELR and 
implemented specific inclusion and exclusion criteria (see, Subsection 4.1) to our final 
data set. Therefore, we think that our results are reliable as they stand in line with 
previous findings on the wisdom-of-crowds effects (e.g., Budescu and Chen (2015), 
Goldstein et al. (2014), or Lamberson and Page (2012)). In this vein, we assume that 
although sports betting is often associated with gambling tipsters improve their betting 
performance over time as they become more experienced and skilled (Levitt et al., 
2012). 

It was also hypothesised that a crowd of tipsters could be smarter based on its location 
(H1c). In detail, we expected that tipsters that bet on games played in their local home 
country would have more detailed information and expertise about the game and hence 
are more likely to propose additional information for successful future picks. The 
findings of our analysis showed significance at the p < 0.001 level (see, Table 3). Thus, 
H1c can also be confirmed. Prior studies have commonly reported that they did not find 
any evidence that crowds are smarter based on demographics (e.g., de Oliveira and 
Nisbett (2018) or van Dijk et al. (2012)). In our opinion, one can assume that the sports 
betting market differs from the previously conducted studies for two reasons: First, in 
an online tipster community, many tipsters specialise themselves, for example, on one 
specific type of sport or a specific sports league within a specific country. In turn, these 
specialised tipsters have a higher likelihood to have information that is not included in 
bookmakers’ odds and consequently are more likely to propose additional successful 
future picks. Second, the sports betting market is characterised by information 
asymmetries (Brown & Reade, 2019; Elaad et al., 2019). These asymmetries are often 
triggered by insider information as well as game manipulations, which can even be 
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multiplied in specific contexts, such as marginal sports, individual sports types and 
lower country-specific sports leagues (Peurala, 2013). Our findings, therefore, are 
consistent with previous studies that have shown that the wisdom-of-crowds effect is 
even stronger when less public information is available in the market (e.g., Da & Huang, 
2019). 

Evaluating Content-Related Crowd Characteristics 

The second hypothesis in this study hypothesised that the characteristics of the crowd’s 
textual match analyses in terms of its length (H2a), its readability (H2b) and its 
specificity (H2c) are positively related to correctly predicting the pick outcome. 
Content-related textual features are commonly discussed in related literature streams to 
extract the wisdom out of a crowd and have proved evidence of the high value of this 
type of crowd wisdom (e.g., Chen et al. (2014), Klein and Garcia (2015), or Rhyn and 
Blohm (2019)). Thus, we expected similar results in our study. However, the findings 
of our study did not support previous research (see, Table 3). Neither the length nor the 
readability and specificity variable could achieve any significant results. Therefore, we 
must reject H2a, H2b and H2c. Several factors could explain this observation: First, on 
Blogabet.com it is possible to only allow access to picks on a paid basis. When collecting 
the data set, we noticed that some of the tipsters who offered their picks on a paid basis 
deleted their match analysis after the game of a particular pick was played. A reason for 
that could be that they did not want to give insights into their betting strategies to the 
whole community as historical picks are publicly available to all members. Second, it is 
reasonable to assume that the picks that did not include a detailed textual match analysis 
are also elaborated carefully as tipsters in an online tipster community are intrinsically 
motivated enough to induce accurate picks (see, Section 2). We, therefore, assume that 
our online tipster community setting differs from other settings investigated so far in 
that, for example, in contrast to an idea selection context, no detailed textual match 
analysis needs to be included in a pick. However, although the results of this study were 
not significant for H2, we are still convinced that tipsters’ textual match analyses 
provide a valuable information source to extract the wisdom of an online tipster 
community. Therefore, more research on this topic needs to be conducted. 

Evaluating Community-Related Crowd Characteristics 

The last hypothesis (H3) stated that the feedback and the reaction of the community in 
terms of the number of followers for a specific tipster is positively related to correctly 
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predicting the pick outcome. We assumed that the number of followers can be seen as a 
proxy for the communities’ satisfaction with a specific tipster. Members of an online 
tipster community look for tipsters that publish picks that will help them to improve 
their betting returns. Therefore, they start following certain tipsters to monitor their 
published picks. This, in turn, leads to even more members being attracted, as other 
members also trust the tipsters with the most followers. In this sense, the tipsters in our 
study on Blogabet.com are ordered by default according to the number of followers. The 
results showed evidence for this hypothesis at the p < 0.01 level (see, Figure 7 and Table 
3). This finding broadly supports the work of other studies from, for instance, product 
innovation in which positive feedback measured as the number of likes or the number 
of positive ratings have shown evidence to be a significant indicator for idea generation 
(e.g., Hoornaert et al. (2017)). While this finding is supported by previous studies in 
different contexts, it would be worthwhile to investigate whether the feedback and 
reaction of the community can also be used to improve pick forecasts. For example, it 
would be interesting to investigate if comments on a particular pick that are discussed 
on Blogabet.com contain information that is not included in the previously published 
pick, which could, in turn, improve the picks’ forecasts. 

Figure 7 

Research Model Including Statistical Results of Conducted MELR 

 



Publication III 

75 

Table 3 

Results of the MELRs 

Variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Intercept -1.999*** 
(0.0088) 

-1.995*** 
(0.0089) 

-2.074*** 
(0.0081) 

-2.005*** 
(0.0087) 

-2.078*** 
(0.0081) 

-1.999*** 
(0.0087) 

-1.999*** 
(0.0087) 

-1.999*** 
(0.0087) 

-1.999*** 
(0.0088) 

-1.995*** 
(0.0087) 

-2.077*** 
(0.0081 

Implied Win 
Probability 

4.246*** 
(0.0163) 

4.247*** 
(0.0162) 

4.290*** 
(0.0155) 

4.243*** 
(0.0162) 

4.289*** 
(0.0153) 

4.246*** 
(0.0162) 

4.246*** 
(0.0162) 

4.246*** 
(0.0162) 

4.246*** 
(0.0163) 

4.248*** 
(0.0161) 

4.289*** 
(0.0153) 

Prior 
Experience  0.0085* 

(0.0041)   0.0105*** 
(0.0027)      0.0086** 

(0.0027) 
Past 
Performance   1.430*** 

(0.0255)  1.426*** 
(0.0252)      1.4070*** 

(0.0258) 

Location    0.0553*** 
(0.0060) 

0.0581*** 
(0.0056)      0.0581*** 

(0.0056) 

Length      0.0002 
(0.0019)   -0.0009 

(0.0024)  -0.0011 
(0.0023) 

Readability       0.0006 
(0.0019)  0.0008 

(0.0023)  -0.0026 
(0.0022) 

Specificity        0.0259 
(0.0260) 

0.0281 
(0.0273)  0.0304 

(0.0272) 

# Followers          0.0590*** 
(0.0044) 

0.0094** 
(0.0031) 

Random 
Effect 
Tipster 
Intercept 
Variance 

0.0257 0.0257 0.0079 0.0251 0.0073 0.0258 0.0258 0.0258 0.0258 0.0236 0.0073 

AIC 2,008,580 2,008,578 2,006,294 2,008,498 2,006,174 2,008,582 2,008,582 2,008,582 2,008,585 2,008,409 2,006,169 
Significance with * = p < .05 / ** = p < .01 / *** = p < .001 
Logit scale regression coefficients followed by their standard errors in brackets. 
An MELR was conducted on various models for this analysis, considering the pick outcome as the binary dependent variable. In models (2)-(4), (6)-(8) & (10) each of our 
explanatory variables was tested individually, whereas model (5) & (9) show the combined contributor and content variables, respectively. Finally, in model (11) an MELR 
was conducted with all our independent variables. To explain their relative explanatory power and model fit, we added the variance of the random effect intercept (tipsters) and 
the Akaike Information Criterion (AIC). 
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Implications, Future Research and Limitations 

To investigate whether (1) there is wisdom in a crowd of an online tipster community 
that can be used to improve betting returns and whether (2) we can identify specific 
characteristics that are indicators for smarter sub-crowds within the overcall crowd of 
an online tipster community, we developed a realistic real-world setting and extracted 
1,534,041 picks which stem from 3,484 tipsters on Blogabet.com. The results showed 
that 797,769 or 52.00% out of the total of 1,534,041 picks had a positive pick outcome 
(i.e., the tipster won the pick). In contrast, the averaged implied win probability set by 
the bookmakers of all picks was only 48.71%. The difference is 3.29%. Similarly, 
tipsters had average yields of 3.97%, indicating a positive past performance of the 
majority of tipsters in our data set. Extrapolating from both of these findings, we can 
confirm that there is indeed wisdom in the crowd of an online tipster community that 
can be used to improve betting returns. To identify specific characteristics that are 
indicators for smarter sub-crowds of an online tipster community, we developed three 
hypotheses in accordance with the three sources of information (the “3Cs”) available in 
online communities as proposed by Hoornaert et al. (2017). The results of our MELR 
confirmed H1 that contributor-related crowd characteristics (i.e., prior experience, past 
performance and the location) are significantly positively related to correctly predicting 
the pick outcome. For H2, we assumed that content-related characteristics (i.e., a 
detailed textual match analysis) of the crowd’s picks in terms of its length, its readability 
and its specificity are positively related to correctly predicting the outcome of a pick. 
Content-related textual features have proven to be valuable in extracting the wisdom of 
online crowds in various contexts (e.g., Klein and Garcia (2015) or Ma et al. (2019)). 
However, we were not able to achieve any significant results for any content-related 
crowd characteristics in our study. Thus, we must reject H2. The last hypothesis (H3) 
stated that the feedback and the reaction of the community in terms of the number of 
followers for certain tipsters is positively related to the correct prediction of the pick 
outcome. This study showed significant results to confirm this hypothesis. 

From an academic perspective, the contribution of this study is twofold: First, this study 
contributes to the literature stream of technological innovations in sports-based 
entrepreneurship and especially to online sports communities (see, Ratten (2011)). We 
proposed the second study, which applied the wisdom-of-crowds effect in a realistic 
real-world online tipster community setting and demonstrated that there is indeed 
wisdom in online tipster communities by analysing TGC. In doing so, we identified four 
characteristics, that is, prior experience, past performance, the location as well as the 
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number of followers, that are significant indicators for smarter sub-crowds within a 
community of online tipsters. These findings stand in contrast to the only other study 
conducted by Brown and Reade (2019), which also used data from an online tipster 
community. In future research, a closer look at the proposed characteristics could 
become relevant in identifying whether more successful crowds focus on, for instance, 
specific types of sports such as marginal sport types, lower country-specific sports 
leagues or individual vs. team sports. Likewise, although we were not able to achieve 
any significant results for any content-related crowd characteristics, we are still 
convinced that tipster-generated detailed textual match analyses provide a valuable 
information source to extract the wisdom of an online tipster community. Therefore, 
more research on this topic needs to be undertaken. Second, our results provide 
important insights into the value of user-generated content and the dynamics and the 
wisdom of online communities in general and, therefore, go beyond the sports literature. 
In this vein, this study proposes a set of variables to academia that explains specific 
characteristics that are indicators for smarter sub-crowds in online communities that 
should be studied in different contexts in future research. Especially the demographic 
variable, that is, the location of a crowd member, should be used by researchers in future 
studies since prior studies did not find any evidence for demographic characteristics 
within smarter sub-crowds (e.g., de Oliveira and Nisbett (2018) and van Dijk et al. 
(2012)). For example, in a financial market context. We further contribute to research 
as well as practice by making a novel, comprehensive, reliable and high-quality data set 
publicly available that provides many possibilities for future research. 

From a practical perspective, the contributions are especially relevant for bookmakers 
and tipsters. On the one hand, we empirically demonstrated how digital technologies 
such as data analytics solutions can be beneficially implemented to extract the wisdom 
of online sports communities (Gruettner, 2019; Ratten, 2017). Thus, we provide a 
concrete example that can be used by bookmakers and tipsters to either protect 
themselves from losses or to improve their betting returns. In this vein, bookmakers can 
understand our results as a wake-up call to have a closer look at online tipster 
communities. For instance, bookmakers can use our findings to identify those crowds of 
tipsters that are most successful or influential in online tipster communities. In turn, they 
can adjust their odds directly after specific crowds of tipsters have published a pick. This 
provides them with an early protection system against losses. To do so, they can either 
build a dashboard that monitors online tipster communities for specific crowds of 
tipsters or they can build a prediction model based on machine learning algorithms and 
our published data set that classifies individual pick outcomes. On the other hand, this 



Publication III 

78 

study shows that tipsters can improve their betting returns using the wisdom of an online 
tipster community. Tipsters can, for example, adjust their betting strategies using our 
identified four characteristics of smarter sub-crowds to identify crowds of tipsters that 
publish the most valuable picks in online tipster communities. To generalise our study, 
organisations of any type that are currently racing towards extracting insights from user-
generated content should be encouraged to use our findings to leverage user-generated 
content in their businesses (Byrum & Bingham, 2016). 

This study is not free from limitations: First, online tipster communities such as 
Blogabet.com enable tipsters to observe the picks of others. Tipsters, thus, may be 
influenced which would lead in some cases to correlated forecast errors and an inferior 
crowd forecast. Similarly, this presents an issue for researchers as we cannot disentangle 
individuals’ beliefs from the crowd’s beliefs. Second, we believe that the lack of further 
control variables could be a limitation. Third, we used a specific set of Python libraries 
and pre-trained techniques (such as language detection). The accuracy of the techniques 
is limited to a certain degree; however, we believe that our results display the overall 
notion of the data. Last, we only investigated the positive impact of crowd characteristics 
on the outcome of a pick. It should also be investigated whether there are characteristics 
of crowds that indicate negative performances in terms of betting returns. 

Conclusion 

By investigating a real-world online tipster community from Blogabet.com, we analysed 
whether (1) crowd prediction can be used to improve sports betting returns and whether 
(2) there are specific characteristics that are indicators for smarter sub-crowds within 
such communities of sports tipsters. For research and practice, the conducted analyses 
showed evidence that such communities indeed contain wisdom which can be used to 
improve betting returns (tipsters won 3.29% more picks than the implied win probability 
set by bookmakers and produced average yields of 3.97%). We further identified four 
characteristics, that is, prior experience, past performance, the location as well as the 
number of followers that are significant positive indicators for correctly predicting the 
pick outcome and, thus, are characteristics which are typical for smarter sub-crowds. 
Our results provide important insights into user-generated content and the dynamic and 
the wisdom of online communities in general and, therefore, go beyond the sports 
literature. Future research should either try to identify further characteristics of 
successful sub-crowds or should concentrate on the proposed set of variables of this 
study and apply it to different research settings. Similarly, future research should dive 
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deeper into whether tipster-generated textual match analyses provide a valuable 
information source to extract wisdom, which did not show any significant results in this 
study. Our results are especially relevant to bookmakers and tipsters, who either want to 
protect themselves from losses or want to improve their betting returns. 
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