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Abstract

Information graphics, such as grouped bar charts, gen-
erally have a communicative message that they are in-
tended to convey when they appear in popular media.
Communicative signals are typically designed into the
graphic to help convey to the graph viewer these in-
tended messages. We have designed and implemented
a system that automatically hypothesizes the intended
message of a grouped bar chart from communicative
signals that are automatically extracted from the graph.
Analysis of our system revealed that textual evidence,
such as graph entities mentioned in the headline or cap-
tion of the graphic, was the most important piece of ev-
idence in our system. This paper describes a support
vector machine classifier that takes a graph and its head-
lines and captions and predicts whether an entity is lin-
guistically salient.

Introduction
Information graphics, such as simple and grouped bar charts,
pie charts, and line graphs are often incorporated into mul-
timodal documents to convey one or more communicative
goals (Iverson and Gergen 1997; Green et al. 2004). When
these graphs appear in popular media they usually have a
high-level message that they are intended to convey. For
example the grouped bar chart1 in Figure 1, which is taken
from the popular media magazine Technology Review, os-
tensibly conveys the message that the “the New Method per-
forms better than the Standard XOM method”.

We have implemented a system that takes a grouped bar
chart as input and outputs the intended message of the chart
by reasoning about the communicative signals contained in
the graphic.

It is non-trivial to automatically infer the intended mes-
sage of a graphic in popular media (even with sophisticated
NLP techniques) because the graphic’s message is often not
contained in the graphic’s caption or repeated in an arti-
cle accompanying the graphic (Carberry, Elzer, and Demir
2006).

Copyright c© 2015, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

1Grouped bar charts differ from simple bar charts in that they
have an additional grouping dimension.
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Figure 1: Comparators in the caption help signal the most
linguistically salient entity. Graphic from Technology Re-
view, July 2005.

Our analysis of our system’s accuracy revealed that some
types of communicative evidence were more important than
others (Burns, Carberry, and Schwartz 2014). Specifically
the Linguistic Classifier in our system, a module that ana-
lyzes the headline and caption of a graph and automatically
identifies which entities are most salient linguistically, had
the greatest impact.

This paper presents an overview and evaluation of the Lin-
guistic Classifier module in our overall grouped bar chart
intention recognition system.

Grouped Bar Chart Messages and
Communicative Signals

We collected 330 grouped bar charts (including their cap-
tions) and examined them to identify the types of intended
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messages conveyed by grouped bar charts, as well as the
communicative signals utilized by graphic designers to as-
sist in communicating these messages.

Many different types of communicative signals can be de-
signed into a grouped bar chart to help communicate some
message, including: coloring a bar differently, ordering the
groups in a meaningful way, or crafting the caption or head-
line to make one entity linguistically salient.

For grouped bar charts, headline and caption evidence is
tricky to process because multiple entities in the graphic
may each be present textually. If there is only one graph
entity that is mentioned in the caption, then it is linguisti-
cally salient. The more interesting graphs are those instances
where multiple entities occur in the text, and one of them is
the most linguistically salient. Although linguistic evidence
is present in both cases, the evidence is communicatively
different: in one case an entity is most linguistically salient
by default, in the other case an entity is most linguistically
salient by having greater linguistic salience than the other
mentioned entities. (Ultimately, our overall intention recog-
nition system differentiates the value of the linguistic evi-
dence between the two cases.)

Examples: Entities with Linguistic Salience
In Figure 1, two entities are mentioned in the caption of the
graphic, “New method” and “Standard XOM”. The com-
parator than in the caption helps signal that “New method”
is being compared with “Standard XOM” and is more lin-
guistically salient because it precedes the comparator.

In another example, the grouped bar chart in Figure 2 con-
tains all three series entities in the headlines and captions of
the graphic, “Reebok”, “Adidas”, and “Nike”. The graphic
ostensibly conveys a comparison of “the growth of Adidas
against Reebok and Nike”. While both Adidas and Reebok
are contained in the headline and caption description, Nike
is only contained in the sub-headline and caption descrip-
tion. The prominence of Adidas in the headline rather than
in the sub-headline, while preceding the other companies in
the headline and caption description, gives it more linguistic
salience.2

Extracting Linguistic Evidence
In this section, we describe a Linguistic Classifier module
in our system that processes the caption and headline text
of a grouped bar chart and predicts the linguistic salience of
each entity. This output is used as part of the communicative
evidence in the overall processing of the graphic.

Features
We analyzed the grouped bar charts in our corpus to identify
the features and attributes that could intuitively support the
process of automatically determining the most linguistically
salient entity. These features are described in the following
list alongside our intuitions.

2“German company” in the sub-headline also refers to Adidas
but this relation is difficult to automatically extract because of the
required domain and world knowledge.

Adidas’s acquisition of Reebok may help it challenge Nike.
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Figure 2: Graphic from Wall Street Journal, August 4, 2005.
Article Headline: Leap Forward: For Adidas, Reebok Deal
Caps Push to Broaden Urban Appeal
Sub-Headline: Known for Its Engineering, German Com-
pany Takes on Nike in Lifestyle Market; Teaming Up With
Missy Elliot
Caption Headline: New Competition
Caption Description: Adidas’s acquisition of Reebok may
help it challenge Nike.

1. Precedes - whether the entity in a headline or caption pre-
cedes all other entities and is never preceded elsewhere in
a different headline or caption.

2. Numeric - whether the entity is numeric and is the only
entity in the headline and caption text that is numeric.

3. Prominence - whether the entity has the greatest promi-
nence compared to all entities, where prominence consid-
ers which headlines and captions (headline, sub-headline,
etc.) that an entity was present in.

4. Possessive - whether the entity is possessive and is the
only possessive entity.

5. First/Last Clause - whether the entity is the first clause
of any headline or caption while other entities are in the
last clause, or vice versa.

6. Main/Contrastive Clause - whether the entity is in the
main clause or a clause that is contrastive in any headline
or caption while other entities are in clauses outside of the
main or contrastive clause (such as subordinate clauses).

7. Subject - whether the entity occurs as a subject in any
headline or caption as frequently as any other entity.

8. Object - whether the entity occurs as an object in any
headline or caption as frequently as any other entity.

9. Comparator - whether the entity occurs first in a com-
parator if there is also another entity on the opposite side
of the comparator.
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Method
The annotated grouped bar chart corpus provides data for
training a linguistic classifier. Along with its intended mes-
sage, each grouped bar chart was additionally annotated with
its most linguistically salient entity if it existed. From the
330 graphs in the corpus, 111 grouped bar charts had multi-
ple entities that occured in the headline or caption text, and
73 had an entity that was identified as the most linguistically
salient.

Since the number of grouped bar charts with multiple en-
tities occurring in the text of the headline and caption is lim-
ited, leave-one-out cross-validation was applied, where each
instance is used once as a test case and instances from all
other graphics were used as training cases. The results are
averaged together to obtain the accuracy of the model.

The trained model is a support vector machine (SVM)3.
The most interesting case of analyzing this linguistic clas-

sifier is when it is trained and evaluated on the subset of
grouped bar charts with multiple entities that occur in the
headline or caption text where one entity is the most linguis-
tically salient—the previous set of 73 grouped bar charts.

Within these 73 graphs, there are 189 entities that occur in
the text of the headline or caption. (Thus, 73

189 = 38.6% en-
tities are the most linguistically salient entity in their graph,
and 116

189 = 61.4% entities are not the most linguistically
salient.)

SVM Model 1: Binary Classification
One way of predicting the most linguistically salient entity
for a graph is to treat each entity as an individual instance,
and then build a classifier that predicts whether each entity
is the most linguistically salient—a binary classification.

Leave-one-out cross-validation was performed to evalu-
ate the classifier; the results are presented in Table 1. In this
setup, all entities within a graph were left out while the clas-
sifier was trained on only entities from the other graphs. The
confusion matrix in Table 2 shows the classifier’s perfor-
mance on both classes (whether an entity was / was not the
most linguistically salient). The classifier correctly predicts
54 of the 73 most linguistically salient entities (74.0%), sug-
gesting that the classifier output should be useful evidence
for our overall intention recognition system.

Table 1: Cross-validation results of the linguistic binary
classifier.

system accuracy
Baseline: classifying entity as not most salient 61.4%

SVM Linear Binary Classifier 80.4%

3A benefit of support vector machines is that they work well
with high-dimensional data and relatively small training sets—the
properties of our training data. Other learning methods with vari-
ous parameters were also tested including Naı̈ve Bayes and deci-
sion trees. The linear SVM performed equally as well as or better
than the others.

Table 2: Confusion matrix of the linguistic binary classifier.

Classified as Classified as
not most salient most salient

Actual not most salient 98 18
Actual most salient 19 54

SVM Model 2: Entity Ranking
Another way of predicting the most linguistically salient en-
tity for a graph is to rank each entity by its value as output
by the linear SVM function. The output of the linear SVM
classifier for each entity instance is a real-number value. In
the binary classification, the sign of the value determines
the predicted class (whether an entity is most linguistically
salient). In this case, the ordering of entities by value results
in a rank of the entities.

In this case, the prediction of the most linguistically
salient entity would be to simply take the top ranked en-
tity. Note that in this setup, the classifier always ranks one
and only one entity for each graph as the most linguistically
salient, whereas the binary classifier could predict multiple
entities as the most linguistically salient for a graph or no
entities as most linguistically salient.

Leave-one-out cross-validation was performed to evalu-
ate the rank classifier and the results are shown in Table 3.
Each graph has at least two entities, but some have three, or
even more than four entities; thus, a baseline prediction of
the expected accuracy of predicting a random entity as the
most linguistically salient is less than 50%. The classifier
correctly predicts the most linguistically salient entity in 53
of the 73 graphs, an improvement over the baseline by ap-
proximately 30%.

Table 3: Cross-validation results of the linguistic rank clas-
sifier.

system accuracy
Baseline: expected random prediction of
most linguistically salient entity

42.9%

SVM Rank Classifier 72.6%

Grouped Bar Chart Intention Recognition
System

Our overall grouped bar chart intention recognition system
is implemented as a Bayesian network (Burns et al. 2012).
A top-level node at the top of the network represents the
intended message of a graphic and the leaves of the net-
work represent the communicative evidence that may be
present or absent in the graphic. The network is trained on
the corpus of grouped bar charts that we collected. To hy-
pothesize the intended message of a new, unseen graphic,
communicative evidence is automatically extracted from the
graphic—including processing the graphic through the Lin-
guistic Classifier to identify the most linguistically salient
entity in its headlines and captions—and then entered in the
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Bayesian network. The Bayesian network then outputs the
most probable intended message for the graphic.

Using leave-one-out cross-validation, the overall system
accuracy for recognizing the intended message of a grouped
bar chart is 65.6%4.

We conducted two experiments to discover the effect that
each type of of communicative evidence had on the accuracy
of our Bayesian network. When we separately removed dif-
ferent pieces of evidence and measured the degradation in
accuracy, the removal of the Linguistic Classifier component
had the greatest effect: accuracy decreased to 56.1%. Con-
versely, when we compared the addition of evidence sources
to a system configuration with no communicative evidence,
the addition of the Linguistic Classifier provided the greatest
gain: accuracy increased from the baseline 18.8% to 33.6%.
Both effects were statistically significant using a two-tailed
McNemar test, p < .01.

Related Work
Previous work in our research group focused on message
recognition for simple bar charts (Elzer, Carberry, and Zuk-
erman 2011) and line graphs (Wu et al. 2010). Grouped bar
charts, the type of information graphic in this paper, are an-
other type of information graphic. However, the types of
messages communicated in grouped bar charts as well as the
communicative signals often used to convey messages are
very different than in other information graphic types (Burns
et al. 2012). For example, the most statistically important
piece of evidence for simple bar charts was not linguistic
evidence, but rather a cognitive model that estimated the rel-
ative effort required to recognize a message (Carberry and
Elzer 2007). While intention recognition systems have been
implemented for all three information graphic types, only
the grouped bar chart system includes a Linguistic Classifier
module that contains a model for classifying salient textual
entities in headline or captions.

Conclusion
In this paper, we presented our Linguistic Classifier mod-
ule that predicts whether or not an entity that occurs in the
headline or caption text of a grouped bar chart is linguisti-
cally salient. This output is part of a set of communicative
evidence that is used by our system for hypothesizing the
intended message of a grouped bar chart. The Linguistic
Classifier is essential for grouped bar charts.

The work presented here contributes to the following ap-
plications: (1) providing alternative access to information
graphics for sight-impaired individuals by conveying their
high-level content to the user via speech (Demir et al. 2010),
(2) retrieving information graphics from a digital library
where the graphic’s message is used to capture its high-level
content (Carberry, Elzer, and Demir 2006), and (3) sum-
marizing multimodal documents, where the summary takes
into account information graphics rather than ignoring them

4This accuracy far exceeds a baseline of 18.8% which is select-
ing the most commonly occurring possible message in the anno-
tated corpus.

or merely considering only their captions (Wu and Carberry
2011).
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