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What is Generative AI?

• GenAI is an umbrella term for learning algorithms that can produce new content based on a prompt.

• The result is often indistinguishable from human text, but can be incorrect, incomplete or biased. Applying this technology should 
therefore always be done with human oversight and control.

• We see that researchers increasingly use GenAI and explore its opportunities. 

• When used responsibly, GenAI has many potential benefits. However, the technology also raises questions and concerns.

• In response to the rise of GenAI, publishers, institutes and STM organizations have introduced GenAI ethics policies and guidelines to 
establish a framework for responsible use in scientific publishing.

Input:
Prompt

LLM
Output:
Text, code, 

image, audio

Choosing the right model for a task 
and feeding the model a good 
prompt will increase the quality of 
the output. A good prompt provides 
a role/identity, context, query/task, 
output format and, if possible, an 
example. In addition, it’s important 
to set the temperature of the 
model, which controls how creative 
or deterministic the output will be.
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Key concerns related to the use of Generative AI in scientific writing and publishing

Inaccurate information and unreliable sources
Generative AI tools may generate incorrect or made-up information 
such as citing non-existent references, making up authors, or 
suggesting non-existing reviewers. They may give incomplete or 
misleading responses and spread misinformation.

Homogenization of content
By optimizing for efficiency, GenAI systems can potentially 
lead to content becoming increasingly uniform and repetitive.

Ethical concerns and biases
The models often lack transparency. A GenAI tool may be based on 
biased training data and potentially infringe ethical standards including 
plagiarism, using copyrighted information without consent or proper 
attribution, or violating confidentiality and/or data privacy rights.

Lack of up-to-date information
When a GenAI tool is used of which the dataset is outdated it does 
not provide current news or information. The recommendations 
the tool provides are only as current as the knowledge cut-off date.

Not trained with scientific data
A limitation of recent consumer-focused GenAI tools such as 
ChatGPT is that they are not trained with scientific data.

Of course, there are also LLMs specifically designed for 
scientists, including many domain-specific models. Researchers 
have been using them for years. We expect that this trend will 
continue to grow.

Environmental impact
Training and running an AI system, as well as using the 
applications they're built for, requires a great deal of computing 
power and electricity, resulting in carbon dioxide emissions that 
affect the climate.
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Key concerns related to the use of Generative AI in scientific writing and publishing

Inaccurate information and unreliable sources
Generative AI tools may generate incorrect or made-up information 
such as citing non-existent references, making up authors, or 
suggesting non-existing reviewers. They may give incomplete or 
misleading responses and spread misinformation.

GALACTICA by Meta
One of the most powerful scientific LMs was released by Meta 
several days before chatGPT. The demo was quickly criticized on 
Twitter and Meta had to shut down the demo.

link

http://musingsaboutlibrarianship.blogspot.com/2022/
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Key concerns related to the use of Generative AI in scientific writing and publishing

Ethical concerns and biases
The models often lack transparency. A GenAI tool may be based on 
biased training data and potentially infringe ethical standards including 
plagiarism, using copyrighted information without consent or proper 
attribution, or violating confidentiality and/or data privacy rights.

link

link

https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://www.theverge.com/2023/1/16/23557098/generative-ai-art-copyright-legal-lawsuit-stable-diffusion-midjourney-deviantart
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Key concerns related to the use of Generative AI in scientific writing and publishing

Environmental impact
Training and running an AI system, as well as using the
applications they're built for, requires a great deal of computing 
power and electricity, resulting in carbon dioxide emissions that
affect the climate.

On the other hand, multiple prospects exist to leverage AI and
machine learning in optimizing data centers demand
management, power delivery, and cooling infrastructure. While
data secnters consume 3-5% of global electricity. 

link

https://netzero-events.com/the-role-of-ai-and-machine-learning-in-optimizing-data-centre-energy-use/
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Key concerns related to the use of Generative AI in scientific writing and publishing

Homogenization of content
By optimizing for efficiency, GenAI systems can potentially 
lead to content becoming increasingly uniform and repetitive.

Lack of up-to-date information
When a GenAI tool is used of which the dataset is outdated it does 
not provide current news or information. The recommendations 
the tool provides are only as current as the knowledge cut-off date.

link

link

https://arxiv.org/abs/2305.17493
https://arxiv.org/abs/2107.06499
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Potential Benefits related to the use of (Generative) AI in scientific writing and publishing 
when used responsibly and with human oversight

Save time and effort
New ways of discovering information, including improved search and 
quicker information retrieval. Can help to summarize and simplify large 
amounts of content.

Improve language and translate text
GenAI tools can help authors improve the language, tone and style of 
a research paper and can be used for translation. This could enhance 
equity in publishing for EAL (English as Additional Language)- authors.

Identify novel research topics
Help explore new research ideas and different lines of inquiry. 

Promote research
GenAI can create promotional copy or layperson’s 
summaries.

Support education
GenAI can help with education (chatbots, question banks or 
quizzes)

Make science more accessible
Improved accessibility, for instance through the creation of translations in 
less known languages, or audio descriptions for the visually impaired.

Design more user-friendly workflows
Support user-friendly and time-saving workflows (text mining, 
information extraction, process automation, question-answering etc.)

Assist with manuscript checking and screening
AI can assist in the screening process (for completeness, research 
integrity, references, format etc.) before the paper goes to editor or 
reviewer.

Recommend reviewers
Recommending peer reviewers based on keywords and 
other metadata is a common use of AI in journal publishing.

Match manuscript to a journal 
Suggest relevant journals based on the scope of a manuscript.

New benefits that arise with application of GenAI Enabled by traditional AI, potentially enhanced by GenAI
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How is the scholarly communication 
community responding to the rise of GenAI?

We are establishing a framework for 
ethical and responsible employment of 
GenAI through policies and guidance

• Many universities, STM organizations, publishing ethics 
organizations such as COPE, learned societies and publishers 
have created policies for researchers on responsible use of 
(Generative) AI. We are collaborating to form uniform and 
understandable guidelines and are providing more context 
through author webinars, online panels, and other events.

• Some publishers do not allow the use of Gen AI under any 
condition, but most do allow authors to use the technology for a 
defined purpose (language and readability), if properly 
disclosed.

• Policies are likely to be refined and adapted as the technology 
develops, and in response to community feedback as well as in 
response to evolving legislation.

STM Whitepaper on GenAI in 
scholarly communications

COPE Position 
statement on 
Authorship and AI 
Tools

Elsevier GenAI 
Ethics Policies

https://www.stm-assoc.org/new-white-paper-launch-generative-ai-in-scholarly-communications/
https://www.stm-assoc.org/new-white-paper-launch-generative-ai-in-scholarly-communications/
https://publicationethics.org/cope-position-statements/ai-author
https://publicationethics.org/cope-position-statements/ai-author
https://publicationethics.org/cope-position-statements/ai-author
https://publicationethics.org/cope-position-statements/ai-author
https://www.elsevier.com/about/policies-and-standards/publishing-ethics#0-publishing-ethics
https://www.elsevier.com/about/policies-and-standards/publishing-ethics#0-publishing-ethics
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What is the status of legislation efforts on AI? Last updated February 2024

China European Union United States
• The Chinese government issued AI 

regulations in August 2023 that require 
platform providers to register their 
services and undergo privacy, copyright 
and security reviews.

• China will mandate labels on 
synthetically created content, including 
photos and videos and will require any 
company introducing an AI model to 
disclose the training data to regulators as 
needed. 

• In December 2023, Parliament reached a 
provisional agreement with the Council on 
the EU AI Act, with a focus on safety, 
transparency and traceability. The agreed 
text will now have to be formally adopted 
by both Parliament and Council to become 
EU law.

• AI should be non-discriminatory, overseen 
by people, and there should be a uniform 
definition of the main concepts.

• AI systems will be divided in different risk 
levels for which different rules apply. Some 
uses of AI are considered unacceptable risk 
and will be prohibited.

• In the US, federal lawmakers have proposed 
a wide range of AI regulations, but they are 
still in the early stages.

• President Biden issued an Executive Order 
on AI and there is a Blueprint for an AI Bill of 
Rights which is meant to assist local 
governments and the private sector with a 
set of recommended principles and moving 
them into practice.

• The principles discuss: safe and effective 
systems, algorithmic discrimination 
protections, data privacy, notice and 
explanation, and human alternatives, 
consideration and fallback.
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Elsevier’s policies for authors, editors and reviewers on Generative AI

Authors Editors and reviewers Figures, images, artwork

• Only use Generative AI to  
improve readability and language of 
work

• Apply human oversight and control

• Disclose use of Generative AI

• Not list or cite Generative AI and AI-
assisted technologies as (co) author

• Not upload the manuscript into an AI 
tool- this may violate confidentiality and 
author’s rights

• Not upload peer review report or 
editorial decision letters – they may 
contain confidential information as well

• Generative AI should not be used to 
assist in the review, evaluation or 
decision-making process

• Don’t use Generative AI to create or 
alter images in submitted manuscripts

• Exception: Where the use of Generative 
AI or AI-assisted tools is part of the 
research design or research methods

• The use of generative AI or AI-assisted 
tools in the production of artwork is not 
permitted (but may in exceptional cases 
be allowed for cover art)

Policies are published on Elsevier’s Publishing Ethics page: 

• https://www.elsevier.com/about/policies/publishing-ethics

• Further guidance can be found in the Elsevier Responsible AI Principles 

https://www.elsevier.com/about/policies/publishing-ethics
https://www.elsevier.com/about/policies/responsible-ai-principles


October 2023 12

Elsevier’s Responsible AI Principles

1. We consider the real-world impact of our solutions on people

2. We take action to prevent the creation or reinforcement of unfair bias

3. We can explain how our solutions work

4. We create accountability through human oversight

5. We respect privacy and champion robust data governance

For more than a decade, Elsevier has been using AI and machine learning 
technologies responsibly in our services and products to help researchers 
discover and apply trusted knowledge: See our Elsevier Responsible AI Principles

https://www.elsevier.com/about/policies/responsible-ai-principles
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How is Elsevier using AI to assist in the editorial process?

• Reviewer recommendations for editors based on keywords and 
other metadata

• Authors are supported with finding a suitable journal to submit to, 
both pre-submission (Journal Finder) and after desk reject (Transfer 
Your Manuscript)

• Automated technical checks on a paper (missing items, usability, 
etc.) and gives feedback to the author during the editorial process

• AI-based anti-plagiarism service which checks the percentage of 
overlap in a paper and presents the results back to the editor for 
human evaluation

Elsevier is already using AI driven functionalities 

New Gen AI capabilities 
inspire and enable us to 

experiment with innovative 
functionalities



The Generative LLM lifecycle

Example models: GPT-4, Claude 3, 
BLOOM, GPT-NeoX, Llama2, 

Falcon, Mistral

Key vendors: Open AI/MS, Google, 
Meta, Mistral, Amazon, G

Key trends: Socratic pre-training, 
Task specific pretraining objectives

Pre-trained Language 
Models

Example models: ChatGPT, Vicuna, 
Alpaca, Dolly, Claude, Koala, 

BioGPT
Key vendors: Open AI/MS, 

Anthropic, Databricks, Universities 
& Research Centers, In-house

Key trends: Augmented Language 
Models, PEFT, LORA, Sparse Fine 

Tuning

Fine-tuned Language Models

Applications: Generic Zero- shot 
applications with appropriate prompt 

engineering, e.g. summarization, 
labeling, open Q&A

Gaps (Opportunities): Constitution 
and Validation, Data/High Quality 

Content for pre-training, 
Certification/Compliance/RAI

Applications: Task-specific 
applications, e.g., entity extraction 

and enrichments, domain Q&A, 
classifications

Gaps (Opportunities): Training 
Data Sets, RLHP, 

Certification/Compliance/RAI

Direct Preference Optimization, 
RLHF, RLAI, Constitution

Applications: Public facing 
conversational / interactive 

applications; domain specific

Gaps (Opportunities): Policy 
review and compliance / RAI
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Where can Generative AI be used to help Researchers; A researcher’s perspective

Literature Review and Summarization
Provide (early career) researchers with an overview of a scientific topic, or question.

Improving the presentation and the language of draft research articles and grant proposals
Assist the researchers with advanced editing capabilities to improve the language of research artefacts, e.g., draft papers, reports, grant proposals

Ask the Right Questions
Aid researchers identifying quickly the right questions to ask; inform researchers on potential questions that can already be answered by the literature.

Experimental Design
Summarize methodologies and protocols by which a particular experiment has been conducted; identify benchmark data sets.

Assistance in understanding data analysis results
Offer evidence from the literature that can support potential correlations between the results of a data analysis and a hypothesis 

Find the right calls for grant proposals
Identify potential funding opportunities and calls for grant proposals that match the scope of the research to be conducted

Find collaborators
Find appropriate research collaborators based on research interests and topics of expertise

Ethics and Regulatory Guidance
Preliminary assessment of ethical and regulatory considerations for a research topic, e.g., compatibility and requirements from the current regulatory space



Retrieval Augmented Generation (RAG) for scientific research applications

Large 
language 

model

LLM generates output 
based on prompt

Model output

XXXXXXXXXXXXXXXXXXXXXXXXXXXXX

XXXXXXXXXXXXXXXXXXXXXXXXXXXXX

XXXX

XXXXXXXXXXXXXXXXXXXXXXXXXXXXX

XXXXXXXXXXXX

User provides natural 
language query

User prompt

LLM is tuned by 
human experts for 

tasks across a domain

Fine-tuning

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

XXXXXXXXXXXXXXXXXXXXXXX

LLM reads huge amounts of 
data to learn patterns and 

connections between words 
and phrases

Pre-training

Public web
Proprietary 

content 
(partner)

Customer facingOffline processes

Search 

engine

Supplement 
prompt to guide 

output

Prompt 
engineering



Retrieval Augmented Generation (RAG): paradigm for trusted GenAI 

User Query

Neural network

LLM

Trusted

Knowledge

Query Understanding

etrieveR

Create “prompt”

with trusted content

ugmentA

enerate responseG

Validate

• Citations

• Hallucination check

• Toxicity/bias check

Final Response

Elsevier system (Retrieve & Augment)
• Understand and interpret the query

• Retrieve trusted knowledge from Elsevier databases, 

curated with human oversight 

• Create the prompt combining the query & trusted 

knowledge

LLM (Generate)
• Uses only Elsevier-provided knowledge

• Generates the response in human-friendly 

conversational format

Elsevier system (Validate & Cite)
• Validates the generated response

• Checks for hallucinations, bias, etc.

• Adds citations to primary sources

17
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Putting AI at work: Novel ways of Searching and Discovering Scientific Information

Elsevier’s new generative AI tool provides 
users with concise, trustworthy AI-based 
summaries of their queries

Enter a natural-language query to begin

Review the generated summary of the results with 
Scopus references providing additional transparency and 
trust

View the graphical representation to see connections 
between keywords

Go deeper into related queries to discover new 
perspectives

1

2

3

4

1

2

3

4

DEMORelease

https://www.scopus.com/search/form.uri?display=basic#scopus-ai
https://www.elsevier.com/products/scopus/scopus-ai
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Putting AI at work: Generating Questions and Answers from Iconic Text Books

High quality book and journal content 
extracted to define scientific concepts using 
advanced ML and NLP

Topic 
Pageslink DEMO

https://www.sciencedirect.com/topics/computer-science/formal-concept
https://www.sciencedirect.com/topics/computer-science/formal-concept
https://www.sciencedirect.com/science/article/pii/S0142061523008360
https://www.sciencedirect.com/answers


Putting AI at work: Generating Questions and Answers from Iconic Text Books
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Putting AI at work: Generating Questions and Answers from Iconic Text Books
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Evaluating the article

Thinking:

- Is this article relevant for my 

research?

- Should I save this article to 

read further?

− “ I think this could be useful. Here 

you have the primary questions 

that this paper answers and  boom, 

boom, boom, they’re right in front 

of you. You can just read the 

relevant parts. I think it could be a 

great idea.”

− “Now I don't have to read the 

whole paper. After reading this 

question, I can go straight to that 

section.”

− “I’m a very targeted searcher. 

I’m always looking for a specific 

something in literature, specific 

answers to my questions or 

what has been done/has not 

been done. Something like this 

actually really helpful. ”

− “This is good to have to decide 

whether I want to read this 

paper in detail. For that, I need 

to know the main gist of it.”

− “It can be useful if I can look at 

these questions and then decide 

if I want to add this paper to 

Mendeley or not.”

− “I think it might also be useful for 

people who are not really familiar 

with the topic or with the research 

field."

− “I noticed that sometimes if I read 

something that is out of my area, 

like neuroscience, articles can be 

very technical. I don't know the 

acronyms for imaging…I do need 

that simplified versions that are 

nice and short and tell me what the 

findings are.”

Find specific information quickly

Thinking:

- Does this article have the 

specific information I’m looking for?

Help extract relevant information 

Thinking:

- Probably not everything in this 

article is relevant for me. How 

can I find the interesting parts?

Understand an unfamiliar field/topic

Thinking:

- This article is quite technical and 

out of my area. I have a hard time 

understanding the main points.

Putting AI at work: Generating Questions and Answers from Iconic Text Books

23
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Questions?

Contacts

• Yury Kashnitsky, GenAI – y.kashnitskiy@elsevier.com

• Olivia Nippe, Ethics – o.nippe@elsevier.com

• Alina Helsloot, GenAI in Publishing – a.hesloot@elsevier.com

Thank You!



Appendix
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Communication to Authors: Promoting responsible use and raising policy awareness 

Information about the new policy and 

disclosure instructions have been added to 

the Guide for Authors of our journals and a 

notification has been added to the 

submission journey in Editorial Manager.

Live Author Webinar on 
GenAI organized by 
Elsevier in November ‘23 
– Recording is available 
on Elsevier Researcher 
Academy

747 attendees rate the 
webinar 4.5 out of 5 stars Online Panel Discussion 

on GenAI in September 
‘23 organized by Elsevier 
and Cell Press (650 
attendees)
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Communication to Reviewers and Editors: Listening to their experiences, raising policy 
awareness and answering questions

The policies were communicated to Editors and Editorial 

Board Members via two central e-mail messages, and a 

notification to Reviewers was added in Editorial Manager.

Publishers discuss the policies with Editors during editorial 

board meetings.

Adaptability & 
alignment

Elsevier aligns with organizations such 
as COPE, STM and CANGARU to provide 

uniform guidelines, is monitoring 
ongoing developments in the area 
closely and will adjust or refine the 

policies on the basis of developments 
in the technology, evolving legislation 

and feedback from researchers.

Our policy page 
features a FAQ-

section which we 
continue to 
refresh as 

questions and 
concerns from 
the community 

arise

Inviting Feedback

A recent survey on GenAI has 
provided us with valuable 
feedback from thousands of 
editors and board members.

There is a spectrum of 
perceptions on the use of GenAI 
in the editorial process, ranging 
from ‘unaware’ to ‘promoter’ 
to ‘skeptic’ 
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