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ABSTRACT
The implications of using large language model (LLM) tools for learning to program at secondary school level are largely unknown, and yet there is pressure for teachers to engage with these. To start addressing this gap, we investigated: RQ1: What are secondary educators’ views on the potential classroom use of LLM program error message explanations? RQ2: In what ways can a feedback literacy perspective support the analysis of educators’ views of potential classroom use of LLM program error message explanations? The responses of eight expert secondary school educators were gathered during a semi-structured, activity-based interview and qualitatively analysed. Fifteen themes were derived from their commentary, of which ten corresponded to enhanced program error message (PEM) guidelines. Yet, all themes correlated to feedback literacy theory, providing a more holistic view. The analysis revealed that educators preferred LLM explanations to guide and develop understanding rather than tell, that students should be supported to make judgements and action LLM-generated feedback. Combining PEM guideline and feedback literacy findings, we suggest augmented IDEs should be designed with educators and students in mind, and teacher professional development (PD) is needed. Research is needed to compare our findings with a wider range of educators and investigate what feedback literacy means for resource design, PD, and classroom practice in secondary and undergraduate contexts.

CCS CONCEPTS
• Social and professional topics → K-12 education; • Software and its engineering → Integrated and visual development environments.

KEYWORDS
AI, ML, IDE, K-12 education, feedback literacy

1 INTRODUCTION
The use of large language models (LLMs) to support learning to program has generated ideas and debate in the computer science education research community [30], in IT developer discussions [37], and emerging classroom practice advice [35]. This reveals a complex landscape for educators to navigate and heralds potential changes of what might be taught and how. Academic research has used LLM tools, for example, to generate code explanations for use in teaching activities [21], to assist beginner programmers’ troubleshooting requests [13], and to create enhanced programming error messages [20]. Much of this work has focused on undergraduate settings, with limited research on school educators’ views of the use of LLMs in teaching programming in secondary classrooms (US Grades 6–10). In 2023, we started to address this gap in a pilot study in England by asking two research questions: RQ1: What are secondary educators’ views on the potential classroom use of LLM program error message explanations? RQ2: In what ways can a feedback literacy perspective support the analysis of educators’ views of potential classroom use of LLM program error message explanations?

2 PRIOR WORK
A large language model (LLM) is “a complex mathematical representation of language that is based on very large amounts of data and allows computers to produce language that seems similar to what a human might say” [7]. How LLMs might be best used to support the teaching and learning of programming has yet to be agreed upon [3]. At an undergraduate level, studies examining how LLMs can generate code explanations to assist student code comprehension show significant potential [21, 34]. In one study with 1000 undergraduate students, LLM code explanations were rated as more accurate and easier to understand than student explanations [19]. Strengths and weaknesses have been highlighted in the output generated by LLMs in response to undergraduate beginner programmers’ troubleshooting requests. For example, in one study, the LLM mostly generated sensible recommendations but was sometimes unreliable, and always included a solution even when explicitly prompted not to [13]. University-level educators’ views, gathered from 20 programming instructors across nine countries on working with AI tools, range from banning them to integrating them to prepare students for future jobs [18]. For younger novice programmers, aged 10 to 17 years old, code-authoring performance has been cited to improve through using LLM tools [15]. Competencies students and educators need to use LLMs have been suggested, such as critically evaluating their output and potential biases [14]. Furthermore, questions remain on how LLMs can best support the needs of learners, the impact on students’ learning and reliance on such tools [41].
A way of using LLMs is to enhance existing programming error messages (PEMs). PEMs represent diagnostic messages generated by compilers or interpreters when the code violates the specifications of the programming language [20]. They can help users progress towards a working program and support them in understanding the cause of the problem [22]. However, PEMs are often difficult to decipher [20] due to poor readability, including length, poor vocabulary, lack of sentence structure, and use of jargon [10].

Research efforts are ongoing to improve PEMs. In 2019, ten enhanced PEM guidelines were proposed from a synthesis of PEM research studies, including increased readability, reduced cognitive load, providing context for errors, using a positive tone, showing solutions or hints, and providing scaffolding for the user [1]. For example, increasing readability by avoiding jargon and using common vocabulary was one of the design principles applied in one study, which led to significantly shorter debugging times and higher self-reported scores of message usefulness for over 700 undergraduate students learning C [10]. Providing context for errors by linking the messages to programming concepts has been shown to help undergraduate students understand the cause of errors in a 13-week study, using a purpose-built programming tool [38]. In another undergraduate study, 100 students were presented with the original and enhanced error messages side-by-side, in a pedagogic Java editor, with no evidence that students were confused by seeing two versions of the same message [2]. Enhancing messages by using a positive tone has been recommended from a human-computer interaction perspective [39].

The inclusion of a possible solution in the enhanced message is debated [1]. Some suggest that distinct levels of help should be provided, from hints to solutions to accommodate different skills and needs [39]. The enhanced PEMs’ role in scaffolding learners’ knowledge has been disputed, due to the difficulty in identifying the underlying misconceptions which lead to students making errors [24]. However, efforts to improve the detection of misconceptions are ongoing, with one study developing SIDE-lib, a standalone, task-independent library to detect symptoms of misconceptions to support novice Python programmers into mainstream IDEs [11]. Overall, there is a lack of agreement on what makes a good PEM [22] and limited learning-theory-based research to investigate ways enhanced PEMs might be used for scaffolding learning [1].

Research has been re-positioning the role of feedback in the context of higher education, to a transmission cognitive-based model which conceptualises feedback as an information delivered to students [12], towards a learner-centred view which positions feedback as a process including the design of feedback and students’ competencies to effectively engage with and utilise it [26].

McLean et al. [2015] in general education theory define four feedback types: a) telling, unidirectional ‘correct’ information to be packaged and transmitted from experts to passive students; b) guiding, as students begin to think about feedback as a two-way event in which the feedback acts as a pointer in the right direction; c) developing understanding, in which explanatory information is used by students for their own learning to understand what they are doing and why, beyond their immediate context; d) opening up new perspectives, making sense of information open to interpretation and critique to inform students’ views [25].

Learner-centred feedback processes entail the development of student feedback literacy [8], defined as students’ ability to comprehend, use and benefit from feedback processes [26], and teacher feedback literacy [9], in which effectiveness depends on what the learners bring, what the curriculum promotes, and what the environment affords [5]. Student feedback literacy encompasses students’ capabilities and dispositions required to understand and use feedback in a way that is useful to them, encompassing four interrelated dimensions: appreciating feedback processes, making judgements, taking action and managing affect [8]. Teacher feedback literacy refers to teachers’ abilities to design and implement feedback as a process that serves cognitive, pedagogical and social purposes [9]. Teacher feedback literacy concerns three dimensions: the design of learning materials to support student feedback literacy; the relational support teachers provide students through emotional sensitivity, empathy and trust; and the pragmatic dimension that considers the inherent compromises involved in how teachers manage feedback practices [9].

3 METHOD

A free and publicly available interactive development environment (IDE) was augmented to support this study [31]. The augmented IDE was only available for the study, and it called the OpenAI GPT-3.5 LLM [28] to generate explanations of the IDE program error messages. Explanations were accessible to users via a question mark next to the standard error message and were displayed in a pop-up window. OpenAI GPT-3.5 was chosen as it was easy to set up, publicly available, and low-cost at the time of the study.

The prompt supplied to the LLM to generate the error message explanation was “You are a teacher talking to a 12-year-old child. Explain the error [error] in the following Python code: [code]”. The prompt was simple; our focus was to investigate the educators’ views of an LLM output, not to evaluate prompt performance.

A teaching activity was selected for educators to follow as they used the augmented IDE. The activity was a publicly available, secondary-level Python programming task, that requires learners to adapt a program which prompts the input to a very simple “guess a lucky number” game [31]. Python was the chosen programming language, as it was the most used language for examinations at the time of the study [27]. Python is also popular in software engineering, making it likely that high volumes of Python code would have been used to train the OpenAI GPT-3.5 LLM [29].

Ethics approval was obtained in line with institutional and BERA guidelines [6]; related consent and data procedures were followed. As this was a pilot study, expert educators were recruited to explore the feasibility of the study approach and to investigate more experienced educators’ views. Eight educators active in computer science program education and known by the authors from previous collaborations were invited by email to take part. All eight
participants were from England, four identified as male and four as female. The participants’ length of time teaching computing at secondary level spanned from six to more than ten years.

Each educator was separately interviewed online, for between 30 minutes and one hour. Interviews were semi-structured and activity-based following a protocol of a) an introduction to the project; b) exploratory questions about the educator’s thoughts on the use of LLM for learning to program; c) educator’s experimentation of the IDE using the selected programming activity (and follow-up questions); d) questions on selected LLM-generated explanations (providing consistency across participants); e) general demographic questions; and f) final Q&A.

Interviews were transcribed using a professional service and uploaded to NVivo for analysis. Analysis followed a thematic qualitative approach [16]. High-level categories were deduced from the research questions and knowledge of the field [16, 23], then the text was coded, developing categories that were added, amended, or merged inductively [16, 23]. The first author coded all interviews and the second re-coded 25% of the data. The two authors resolved any differences, resulting in a consensus of themes and their definitions [16], with a Cohen’s Kappa reliability score of 0.80 [17], which is considered high. The correlation of themes to feedback literacy theory was done jointly by both authors. Study resources and anonymised data are available on the study website [31].

4 RESULTS
Fifteen themes were derived from the data analysis and have been grouped into five reporting groups (Table 1). Overall, the educators’ views of the LLM feedback were that, for the most part, a sensible explanation of the error messages was produced. All educators experienced at least one example of an invalid content, either when exploring the augmented IDE explanations or in the selected exemplar LLM responses (steps c) and d) of the interview protocol Section 3). Also, despite this not being prompted, a code solution was always included by the LLM in the explanation.

4.1 Content of explanations
All educators debated the implications of including a possible code solution in the explanation (theme 1). Mostly, they were concerned about students copying the code solution without understanding. On the other hand, some educators discussed the potential benefits students can derive from analysing a correct answer, with four educators suggesting a two- (or more) stepped approach in which the solution is only shown after the students have had one or more attempts at solving the error using only an explanation. All educators emphasised the importance of using key concept words consistently with students to support the development of discipline-related vocabulary (theme 2). Educators highlighted examples where they felt appropriate vocabulary was generated, as well as examples which lacked teaching-aligned terms:

“Also, it doesn’t use the words or the expression ‘data type’, which is quite key for us when we’re teaching. [...] I think there is some importance on it using the terminology that we use in education.” [Educator 2]

All educators were positive about the more detailed LLM explanation than the original error message (theme 3):

“But I do like that it doesn’t just say what the correct answer is, it tries to explain why that’s the right answer.” [Educator 4]

In addition, the educators positively commented on the clear presentation of the explanation, avoiding jargon, which they felt the students would more easily understand. Educators highlighted the different parts of the LLM output: a prediction of the students’ goal; an explanation of why the current code was incorrect or incompatible with the goal; and why a certain fix might be applicable. However, educators identified inconsistencies with the parts of the explanation included and their sequence in different examples.

4.2 Format and style of explanations
Educators commented on how easy or difficult the explanations were to read for themselves or their students. For example, mentioning explanations being too verbose, spotting repetition, redundancy or too much information (theme 4). All but one educator said it was difficult to distinguish between code and text in the explanation, as both were displayed in the same font (theme 5):

“It mixes code and text in a way that is sometimes confusing. It’s all in quotation marks. Do we know if the quotation marks are part of the code? Could it format them differently in a monospace font?” [Educator 4]

Educators commented that the explanation tone was positive and encouraging (theme 6).

Five educators suggested that the feedback could be reformatted to highlight a before-after comparison (theme 7), to help students more clearly see the difference between the original code and that suggested in the explanation.

4.3 Validity of explanations
Educators’ observations of the explanation’s validity included that the LLM had ‘made things up’ by either introducing new syntax errors that didn’t already exist (theme 8) or pointed out erroneous errors which did not appear in the code:

“And it’s trying to fix something that doesn’t need fixing.” [Educator 8]

Educators raised the detrimental impact of invalid explanations on students, such as confusing students or leading to misconceptions:

“They’ll end up with misconceptions about the model, also about the code that they’re trying to do, and just generally be confused and frustrated.” [Educator 8]

Educators highlighted explanations that were valid but that did not address the main learning objective related to the error, in that explanations were inconsistent in how accurately they identified the crux of the issue for students to resolve, pointing instead to other valid, but less relevant aspects of the code (theme 9).

4.4 How the learning process might be affected
Educators repeatedly emphasised the relationship between where students are on their learning journey versus student interest and motivation, as well as student ability to effectively use the feedback provided (theme 10). This included the knowledge required to understand and analyse the feedback, as well as the motivation required for students to use the messages effectively.
Table 1: Themes - Educators’ practical considerations on using LLM explanations of program error messages

<table>
<thead>
<tr>
<th>Reporting Groups</th>
<th>Themes</th>
<th>Cases (n=8)</th>
<th>Number of coded segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content of explanations</td>
<td>1. Possible code solution is always included</td>
<td>8</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>2. Key concept words are generated inconsistently</td>
<td>8</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>3. The explanation is detailed and avoids jargon</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>Format and style</td>
<td>4. Lengthy and verbose explanation</td>
<td>8</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>5. Program language elements are hard to distinguish from explanation</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>6. Tone is positive and encouraging</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>7. Student and explanation code solution should be displayed side-by-side</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Validity</td>
<td>8. Occasional invalid explanation could negatively affect students</td>
<td>8</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>9. Explanation learning objectives are not always related to the error</td>
<td>7</td>
<td>28</td>
</tr>
<tr>
<td>Learning process</td>
<td>10. Explanation effectiveness depends on student level and motivation</td>
<td>8</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>11. Explanations are better than original PEMs but may cause dependency</td>
<td>8</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>12. Students may fix more errors independently</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Teaching process</td>
<td>13. Educator PD needed on how LLMs work and implications for classroom use</td>
<td>8</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>14. Opportunities for additional debugging teaching</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>15. Student-educator interactions may be reduced</td>
<td>5</td>
<td>15</td>
</tr>
</tbody>
</table>

Educators compared the program error message and the explanation, as well as the students’ transition from one to the other (theme 11). Overall, the educators considered the explanation more helpful and meaningful than the program error message. However, the educators said it was important that the explanations should not replace the error message and that students needed support to be able to eventually transition to only using program error messages. Five educators raised that some students might be able to fix their errors more independently using explanations than by using error messages (theme 12):

“I think what this enables me to do is to create that independent learning environment that gives a bit more information to those children that I would set independent learning tasks.” [Educator 5]

4.5 How the teaching process might be affected

All educators expressed the need to understand how explanations are generated, and as a consequence, what this might mean in how they should be used with students (theme 13):

“A summary flowchart of what data is sent, where it’s sent to, how it’s processed, how it’s stored, what format it comes back in, and what the limitations and advantages are, would be really helpful.” [Educator 4]

Educators recognised opportunities to use the explanations to teach about debugging, for example using invalid explanations to discuss the criteria for good explanations and error messages (theme 14). Five educators highlighted that using explanations might reduce the time they spend helping students fix syntax errors (theme 15). On one hand, this can help save educators time:

“Oh, well, it definitely frees me up. It helps because it puts the onus back onto them to improve themselves and not just be reliant on me.” [Educator 7]

On the other hand, they expressed concern about reduced opportunities to interact with students and a negative effect on their understanding of student progress and reduced formative assessment. To mitigate against this, they emphasised the importance of being able to see student errors and explanations:

“If it’s an online model, it’s got to be a two-way street. The AI has to work for the teacher as well as the pupil. So, I need to know what are the error messages that they’re getting, where are the pupils struggling.” [Educator 2]

We found that, for the most part, educators were excited about the potential of using LLMs to help explain error messages to learners, and most educators reported they would use them in their classrooms. However, perhaps as expected, using LLMs is unlikely to be a silver bullet in students’ understanding of error messages, offering benefits and challenges in their current form.

5 DISCUSSION

5.1 An enhanced program error message lens

To answer RQ1: What are secondary educators’ views on the potential classroom use of LLM program error message explanations?, we correlated the themes derived from the educators’ commentary to the enhanced program error message (PEM) guidelines by Becker et al. [2019] and related literature. Six of the guidelines were discussed as practical considerations by the educators in our study (Table 2). Firstly, the guideline of increased readability of PEMs [1] correlates with educators’ comments on how the LLM explanations
were more readable, detailed and used plain English compared to standard PEMs (theme 3), but that readability was hindered as it was hard to distinguish between explanation text and program language elements (theme 5). The use of a common vocabulary and avoiding jargon is highlighted in the literature as an important aspect of improving PEM readability (e.g. [10]).

The guideline to reduce cognitive load can be correlated to educators’ commentary on verbose explanations (theme 4) and the side-by-side comparison between student and solution code (theme 7). The educators commented that verbose feedback was, in part, caused by repetitive or redundant parts, which breaks the guideline of reducing cognitive load. To help students analyse the solution in a way which helps their understanding, educators proposed displaying students’ code side-by-side with the solution code to highlight differences, which has been suggested to help reduce cognitive load [1] and found to not be confusing for students [2].

The provide context to the error guideline is reflected in the educators’ discussions on instances in which the LLM explanations were either invalid (theme 8) or referred to unrelated learning objectives (theme 9), as well as when the educators debated the dangers of students’ over-reliance on the LLM explanations (theme 11). The lack of accuracy and precision in PEMs is already heavily discussed in existing literature [39]. However, invalid LLMs can generate hallucinations which are entirely unrelated to the error, requiring further research into how students respond to invalid feedback. Building knowledge of core programming concepts by relating the explanations to learning objectives has been previously reported as helpful towards understanding the cause of the error [38]. To avoid over-reliance on LLM feedback, the educators’ preference was for the explanations to be shown alongside the original error messages, something that has been suggested by others (e.g., [2]). Educators mentioned that LLM explanations were positive and encouraging (theme 6), adhering to the guideline of using a positive tone.

The guideline to show solutions or hints is reflected in theme 1 on the inclusion of a code solution. However, this was highly debated by educators, mirrored in literature (e.g., [1]). This highlights nuances around how a solution is offered to students, with educators and researchers suggesting a stepped approach [39].

The guideline of PEMs providing scaffolding for learners [1] is captured in the educators’ comments on the inconsistent use of key concept words (theme 2). Whether LLMs can be useful to support existing efforts to identify students’ misconceptions [11], or to enhance feedback using learning theories like semantic waves to scaffold learners’ knowledge [40], remain areas of further research.

What is significant as we look across the PEM guidelines/theme correlations is that not all themes have been allocated. Educators raised comments about the dependency of explanation effectiveness on the wider learning and teaching process that we found more difficult to correlate to the PEM guidelines.

### 5.2 A feedback theory lens

To answer RQ2: In what ways can a feedback literacy perspective support the analysis of educators’ views of potential classroom use of LLM program error message explanations? we correlated the educators’ themes to feedback types [25], student feedback literacy [8], and teacher feedback literacy theory [9] (Table 3).

#### 5.2.1 Feedback types.
The LLM explanations in our study activities were, in the majority, telling, providing students with the final code straight away (theme 1). The majority of educators in our study preferred that this should not be so, rather that the explanation should guide and develop understanding, and if a final solution was to be given, it should be after several attempts of fixing the error without it. On guiding feedback, educators highlighted that error explanations should be detailed and jargon-free (theme 3), distinguish between program language elements and explanation text (theme 5), and use concept keywords (theme 2) to move towards developing understanding, enabling students to “feedforward” [40] for when they encounter future similar errors.

To develop student understanding, educators commented that there were significant risks when invalid LLM feedback was provided (theme 8), or when the learning objective addressed by the explanation was unrelated to the error the students made (theme 9). However, educators also saw these risks as opportunities for students, as students might be helped to take an active role in interpreting whether the feedback was correct and to open up new perspectives, using their previous knowledge or seeking alternative sources to scrutinise the explanation.

#### 5.2.2 Student feedback literacy.
Concerning student feedback literacy [8], educators commented on all four dimensions (Table 3, Table 2: Correlation of PEM guidelines [1] to themes

<table>
<thead>
<tr>
<th>Guideline [1]</th>
<th>Themes (Table 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased readability</td>
<td>3, 5</td>
</tr>
<tr>
<td>Reduce cognitive load</td>
<td>4, 7</td>
</tr>
<tr>
<td>Provide context to the error</td>
<td>8, 9, 11</td>
</tr>
<tr>
<td>Use a positive tone</td>
<td>6</td>
</tr>
<tr>
<td>Show solutions or hints</td>
<td>1</td>
</tr>
<tr>
<td>Provide scaffolding for user</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: Correlation of feedback theories to themes

<table>
<thead>
<tr>
<th>Feedback theory</th>
<th>Themes (Table 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feedback types [25]</strong></td>
<td></td>
</tr>
<tr>
<td>Telling</td>
<td>1, 5, 7</td>
</tr>
<tr>
<td>Guiding</td>
<td>1, 3, 4, 5, 7</td>
</tr>
<tr>
<td>Developing understanding</td>
<td>2, 3, 4, 5, 8, 9</td>
</tr>
<tr>
<td>Opening up new perspectives</td>
<td>8, 9</td>
</tr>
<tr>
<td><strong>Student feedback literacy [8]</strong></td>
<td></td>
</tr>
<tr>
<td>Appreciating feedback process</td>
<td>1, 10</td>
</tr>
<tr>
<td>Making judgements</td>
<td>1, 2, 3, 5, 7, 8, 9, 10, 11</td>
</tr>
<tr>
<td>Taking action</td>
<td>5, 7, 8, 9, 10, 11</td>
</tr>
<tr>
<td>Managing affect</td>
<td>6, 8, 10, 11, 12</td>
</tr>
<tr>
<td><strong>Teacher feedback literacy [9]</strong></td>
<td></td>
</tr>
<tr>
<td>Design dimension</td>
<td>13,14</td>
</tr>
<tr>
<td>Relational dimension</td>
<td>15</td>
</tr>
<tr>
<td>Pragmatic dimension</td>
<td>15</td>
</tr>
</tbody>
</table>
Section 2), with a focus on the content, validity and learning process reporting groups. Educators’ prediction that feedback effectiveness depends on students’ knowledge and attitudes (theme 10) correlates to all four aspects of student feedback literacy.

Concerning students’ appreciation of feedback, including a solution in the feedback (theme 1) risks inhibiting students from taking responsibility for developing their own understanding and reducing learner agency [8]. Conversely, several educators mentioned that a solution can offer students actionable information on why their code is broken. Further investigation is required into the ways students might access a solution that helps their understanding without reducing their agency.

The educators highlighted the importance of helping students make judgements about the LLM feedback, directly relating to their observations around the use of key-concept vocabulary (theme 2), detailed explanations avoiding jargon (theme 3), and invalid explanations (theme 8) or explanations unrelated to the errors made (theme 9). An important part of feedback literacy is helping students develop the language and concepts required to effectively participate in the discipline [36]. We argue that inconsistent use of key-concept words can hinder this development. In addition, students need extended opportunities to self-evaluate to develop their evaluative judgment [8]. We suggest jargon-free, detailed explanations offer such an opportunity in a way that is accessible to students to understand.

On students taking action to fix their code, educators predicted that when the feedback was invalid (theme 8) or the learning objective was unrelated to the error, this could hinder students from making sense of the error and cause them to take unhelpful action, potentially leading to increased frustration, or decreased confidence in themselves or the feedback received (theme 9).

In relation to students’ capability to manage affect, educators predicted that the encouraging tone (theme 6) may help students feel more positively towards the feedback and more likely to engage with it, aligning directly with general feedback recommendations [8]. Also, educators highlighted the increased levels of control students may feel as a result of accessing a jargon-free explanation presented in an encouraging tone, that they can action independently (theme 12), echoing findings that learner independence may encourage learner agency [33].

5.2.3 Teacher feedback literacy. All themes relating to teacher feedback literacy [9] are found under the teaching process reporting group (Table 3). On the design dimension of teacher feedback literacy, educators requested professional development to learn about LLMs and how to use them in class (theme 13) and mentioned there would be opportunities to design classroom activities to teach debugging using LLMs (theme 14).

A specific set of comments aligned with the relational and pragmatic dimensions of teacher feedback literacy was that student-educator interactions may be reduced (theme 15). Using LLM explanations could serve a time-saving function, should it materialise in practice. Contrarily, educators voiced concerns about the detrimental impact on their relationship-building with students. Fewer interactions could limit the opportunities educators have to provide formative assessment and connect with students, negatively impacting their confidence and professional development (PD).

5.3 Combined lens
We suggest that combining enhanced PEM guidelines (a programming-specific lens) with feedback literacy theory (a general education lens) to analyse educators’ views provides a new and more holistic approach to investigating the purpose and pedagogy of using LLM explanations in the teaching of programming.

From our combined view, we recommend that LLM content should be: encouraging, detailed, jargon-free, use keywords consistently, be in line with learning objectives, and a solution code should not be included or delayed. IDE design should ensure that educators can see how their students use LLM explanations, and enable users to manage invalid or unrelated explanations. To optimise programming teaching using LLMs, professional development and student learning materials combining feedback literacy, PEMs, and LLMs should be researched, co-created and delivered.

6 LIMITATIONS AND FUTURE WORK
Only eight purposively sampled expert secondary computer science educators from England took part in this pilot and they predicted what their students might think. These participants’ views may be biased. Therefore, future studies would benefit from widening the pool of educators and working directly with students. The performance of the AI model was not evaluated for the task, and the model prompt was simple, without much experimentation. Investigation of LLM prompts and tuning approaches to generate good explanation structures, such as semantic waves [40], and create tailored content and format of feedback is needed.

7 CONCLUSION
In this pilot study, we explored the views of eight experienced secondary educators on the use of LLM explanations of Python program error messages (PEM) for classroom use. Findings correlated with PEM guidelines on readability, reduced cognitive load, providing context to the error, using a positive tone, showing solutions or hints and providing scaffolding for the user. However, the PEM guidelines did not cover all the teacher-reported requirements, whereas feedback literacy theories did. Feedback type analysis revealed that educators preferred the LLM explanations to fulfil a guiding and developing understanding role of feedback rather than telling. Student feedback literacy highlighted that students need help to make judgements and take action with LLM explanations. For teacher feedback literacy, educators raised the importance of designing feedback with teachers as well as student feedback literacy in mind, and the need for professional development. Incorporating feedback literacy when designing and using LLM explanations helps develop the content of the explanations, as well as the skills required by students and teachers to make effective use of these explanations, and focuses on the overall interaction. A combined feedback literacy and PEM guideline approach will be important for researchers and teachers to consider as LLMs become more prevalent in teaching and learning both in computer science and beyond.
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