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ABSTRACT
As the discipline of K-12 computer science (CS) education evolves,
international comparisons of curriculum and teaching provide valu-
able information for policymakers and educators. Previous aca-
demic analyses of K-12 CS intended and enacted curriculum has
been conducted via curriculum analyses, country reports, experi-
ence reports, and case studies, with K-12 CS comparisons distinctly
lacking teacher input.

This report presents the process of an international Working
Group to develop, pilot, review and test validity and reliability
of the MEasuring TeacheR Enacted Computing Curriculum (ME-
TRECC) instrument to survey teachers in K-12 schools about their
implementation of CS curriculum to understand pedagogy, prac-
tice, resources and experiences in classrooms around the world.
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The Working Group reviewed and analysed pilot data from 244
teachers across seven countries (Australia, England, Ireland, Italy,
Malta, Scotland and the United States). We analysed the pilot results
(n=244) and applied four validity tests: face validity, concurrent va-
lidity, population validity, sampling validity and construct validity,
in addition to a focus group to further revised the instrument.

This report presents the pilot results and outcomes of validity
testing, as well as revisions made to the instrument. The resulting
METRECC tool combines a country report template and a teacher
survey that will provide K-12 teachers with a means to communi-
cate their experience enacting CS curriculum. National and regional
policymakers can use METRECC data to inform iterative curricu-
lum revision and implementation. We provide open access to the
METRECC instrument and data set.
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1 INTRODUCTION
New primary and secondary school Computer Science (CS) cur-
ricula have recently been introduced to a number of countries
(e.g. [5, 11, 39, 41, 45, 50, 78, 99]), leading to a number of national
and international efforts to develop, support and evaluate curricu-
lum development. While K-12 CS curricula is well entrenched in
some countries [3, 34, 52], it is a relatively new phenomenon in
many. This poses challenges not only in the development and imple-
mentation of new curricula, but also in preparing and supporting
teachers as they transition from initial teacher qualifications and ex-
perience in other learning areas to the teaching of computing [19].
Significant effort is being undertaken to understand the learning
and teaching of computing in the K-12 space, as well as how we are
able to build teacher capacity in teaching this subject that is new
to many, with a need to support teachers with varying degrees of
background skill, confidence, perceptions and knowledge.

To help support evaluation, comparison and reflection on these
initiatives, a number of country and regional reports have been
produced with the aim of identifying and describing in a compara-
ble, standardised way, the intended curriculum, defined by Porter
and Smithson [85] as "such policy tools as curriculum standards,
frameworks, or guidelines that outline the curriculum teachers
are expected to deliver". Gander [54] and Balanskat and Engel-
hardt [6] have explored K-12 CS curriculum initiatives across Eu-
rope, while several reports have been undertaken for initiatives in
the UK [105, 106], the US [57], Wales [76] and Poland [104]. The
ACM Transactions on Computing Education (TOCE) dedicated two
volumes for a special issue that covered a range of countries as case
studies in K-12 CS education (see Vol. 14, no. 2, 2014) [59].

Beyond the intended curriculum, there is a need to understand
what curricula content is actually taught in classrooms, and to ex-
plore more deeply the pedagogical practices, approaches and tools
that teachers utilise to deliver curricula. The enacted curriculum,
defined by Porter and Smithson [85] as "actual curricular content
that students engage in the classroom", captures what content is
being delivered within the classroom, as well as the pedagogical
approaches adopted, and - with particular relevance to CS curricu-
lum - the use of technology, physical computing devices and tools
used. These descriptions of classroom practice enable us to better
understand the alignment of what is actually happening within our
classrooms to what we intend our curricula to be, and to identify
where resources and support can be most effectively targeted and
are most urgently needed.

Related to this Working Group topic, in 2011 another Work-
ing Group [61] undertook the process of collecting and evaluating
research findings about secondary CS curriculum from different
countries, and in the process developed a category system (Darm-
stadt Model) to support future research activities and comparison
of results across regional and national boundaries. Expanding this
work, a 2015 Working Group applied the Darmstadt Model to anal-
yse, compare and extract insights from the articles published within

two K-12 CS education special issues for TOCE [60]. This work
sought to understand CS curriculum topics taught in schools, goals
and competencies, programming languages and tools adopted, as-
sessment practices and teacher training; however, the authors ac-
knowledged that a limitation of the study was that it was restricted
to the analysis of selected journal publications.

In 2013, a Working Group formed to investigate trends of CS as
a subject in schools by inviting CS education and teaching profes-
sionals worldwide to complete an online questionnaire about the
current state of K-12 CS curriculum in their country [98]. Experts
from 22 countries responded, addressing CS curriculum topics and
goals covered across K-12 as well as teaching methods; however,
a limitation is that results were based on a small group of experts,
from across a range of settings (university, school and industry).
Participants were invited to reflect on their curriculum and con-
texts and rank items, such as CS topics and pedagogy, in order of
importance. This work interestingly sheds light on CS curriculum
in various contexts but relies on personal judgements rather than
descriptive information about education systems and intended CS
curriculum. With the rate of K-12 CS education evolving rapidly,
it is important to find ways to easily capture high-level descrip-
tive information that can be used to track changes over time, with
experiences and approaches to implementing enacted curriculum
coming directly from the teachers who teach content in classrooms.

Prior work has set a strong foundation for understanding the
state of K-12 CS curriculum and implementation efforts from the
perspective of experts and academics. However, there is an opportu-
nity to further expand this work to focus on what K-12 teachers are
doing in classrooms, capturing their input about enacted curriculum
and their experiences via self-report measures. Additionally, there
is a need to align work at the broader intended curriculum-level
with teachers’ self-reports of enacted curriculum in classrooms.
With the substantial investment across many countries in teacher
professional development, we are also interested in the connection
between teacher professional development and enacted curriculum.
By understanding how professional development resources are be-
ing used by teachers to support their curriculum implementation
and classroom practice, we are better able to refine and direct future
resources to specific needs.

This Working Group is an initiation of a collective effort for a
deeper but scalable investigation into what is happening in schools,
based on the input of educators in classrooms. The project aims
to understand K-12 teachers’ experiences and approaches to CS
curriculum implementation in the classroom, including demograph-
ics, self-esteem, teaching methods, assessments, use of resources,
professional development, and curriculum topics implemented. The
project involved developing instruments to capture and measure
K-12 CS enacted and intended curriculum for countries across the
world. This Working Group presents the development of a survey
instrument for K-12 teachers to measure the enacted curriculum
and a template to capture the intended curriculum of countries.
The Working Group piloted the survey across seven countries (Aus-
tralia, England, Ireland, Italy, Malta, Scotland and United States) and
describe the process undertaken to evaluate the instruments and
measure evidence of reliability and validity of the teacher survey.

Duncan and Bell [43] compared English language curriculum for
students from ages five to fourteen in England, Australia, and in the
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United States. Building on previous work and analysis in English,
we chose to create the survey in English. Once future iterations of
the survey are deployed and analysed, it may be prudent to develop
the survey in other languages. In responding to the observation
by Ihantola et al. [62] that there is a critical need for data to be
shared for re-validation, all data for this pilot study along with
study instruments are available online (see Appendix A). This also
enables those in other countries to take the instruments and adapt
them to their native language.

1.1 Structure of Report
The focus of our Working Group was to construct a survey in-
strument with evidence of reliability and validity to capture and
contrast national implementation of CS curriculum. As our goal is
to design a generalisable survey instrument that can be adopted
easily across countries and regions, we begin by defining a common
language around CS curriculum, which is outlined in Section 2.

In Section 3 we describe the related work, specifically looking at
literature related to curriculum implementation and measurement
of intended and enacted curriculum. In this process, we review
related survey work within K-12 CS curriculum implementation,
and identify specific survey concerns and opportunities in capturing
enacted curriculum.

Section 4 defines our broader Working Group objectives and re-
search questions, followed by Section 5 that describes the methods,
including the process of developing the study instruments (both the
country report capturing the intended curriculum and the teacher
survey capturing enacted curriculum). Additionally, we describe
the pilot survey study data collection and analyses.

In Section 6 we present the descriptive findings of our pilot
study results, followed by the process and results associated with
checking the instrument for evidence of reliability and validity
using the pilot data (Section 7). In Section 8, we report insights from
our evaluation processes that have led to recommended changes
in the design of the instruments, followed by a discussion of pilot
study obserbations, lessons learned and recommendations for future
use of the instruments in Section 9. The report concludes with a
discussion around opportunities for future research (Section 10).

2 DEFINITIONS
Our purpose in this study and the development of our instruments
was not to strictly define Computational Thinking, programming,
or to take a stance on the role of the computer, but rather to provide
an instrument for many contexts to use. We specifically want to
have openness in interpretation of the survey to allow it to be
applicable and understandable in many contexts. This does pose
limitations to comparisons between countries, but also allows for
local contextualisation to be layered. We aimed to have openness in
interpretation so that survey administrators could interpret findings
in their particular context.

To provide consistency and operationalise terminology in this
report, we present key definitions that describe the essence of
broader concepts, such as intended and enacted curriculum or com-
putational thinking, as well as provide guidance for more specific
terminology used throughout.

Computer Science (CS) The study of computers and algorith-
mic processes, including their principles, hardware and soft-
ware designs, applications, and their impact on society. Many
countries use the term computer science [61], however, it is
also referred to as "Computing Science", "Computing", "In-
formatics" and "Digital Technologies".

Computing Any goal-oriented activity requiring, benefiting
from, or creating algorithmic processes[38].

Computational Thinking While there is much debate on the
exact definition of computational thinking, the following
concepts are often agreed upon in the literature and com-
prise the definition for the purpose of this paper [33]: A
way of thinking when computing that uses decomposition,
pattern recognition, abstraction, pattern generalisation, and
algorithm design to solve problems. It is commonly used in
computer science, but it is applicable to many everyday prob-
lems, too. It allows us to take a complex problem, understand
the problem better by using a computational framework, and
develop possible solutions. We can then present these so-
lutions in a way that a computer, a human, or both, can
understand [100, 121].

Curriculum (Standards) In many countries the term curricu-
lum is a high-level concept relating to specific learning objec-
tives and measurable outcomes or benchmarks for learning
levels. In the US, standards are synonymous with curriculum
as defined previously. Educators in the US refer to curriculum
as well-articulated bodies of courses, modules, and lesson
plans. When educators from outside the US use the term cur-
riculum, people from the US can understand their meaning
as a CS framework or standards.

Digital Literacy (Computer and Information Literacy, Tech-
nological Literacy) The ability to use digital technology, com-
munication tools or networks to locate, evaluate, use, and
create information [77]. Digital literacy is the ability to un-
derstand and use information in multiple formats from a
wide range of sources when it is presented via computers
[56]. A person’s ability to perform tasks effectively in a dig-
ital environment. Literacy includes the ability to read and
interpret media, reproduce data and images through digi-
tal manipulation, and evaluate and apply new knowledge
gained from digital environments [64]. Other references to
the term include digital literacy, technological literacy, com-
puter literacy and information literacy. In all instances, the
focus of the terms is on the use of technology and devices,
not the creation of solutions applying computing.

Enacted Curriculum Actual curricular content taught by teach-
ers that students engage with in the classroom [85].

Experience Any aspect of teachers’ lived perceptions.
Intended Curriculum Policy tools as curriculum standards,

frameworks, or guidelines that outline the curriculum teach-
ers are expected to deliver [85].

Pedagogy Pedagogy commonly is defined as the intentional
activity of one person influencing learning in another. In-
structional strategies are methods teachers use to execute
pedagogy. Pedagogy is the experience and communication
exchange between teachers and students [118].
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Practice The activities that support successful pedagogy and
teaching improvement such as planning, record-keeping,
questioning, developing relationships, creating assessments,
and reflecting on teaching. Practice includes pedagogy as a
broader term [123].

Programming The practice of reading, writing, and analysing
computer code using text-based and block-based (i.e., drag
and drop coding) general computer languages to implement
a plan/algorithm including debugging [43].

Professional Development The training offered to pre-service
or in-service teachers. Professional development options of-
ten include university or college courses, workshops, hybrid
training, and online courses.

Resources A term that refers broadly to purchased or free
(open source) materials online providing lesson plans, mod-
ules, assessments, videos and other teaching aides. In some
locations, such as the US, resources are referred to broadly
as curriculum and/or instructional materials.

3 RELATEDWORK
In this section, we start with a theoretical discussion by what we
mean in terms of curriculum and particularly enacted and intended
curriculum. We present related work on efforts monitoring and
scoping K-12 CS education and implementation efforts that this
study has built upon.

3.1 Curriculum Implementation
Curriculum is defined broadly as the academic content to be de-
livered in a specific course or program, with a more expansive
definition including the learning objectives, the content topics to
be delivered, measurable outcomes, the units that are to be taught,
assessments used to measure and guide learning and materials
providing support and resourcing.

There is a difference between the intended curriculum, defined
by relevant standards, and the enacted or implemented curricu-
lum, which is taught by teachers in the classroom [85]. Nolet and
McLaughlin [81] define the enacted curriculum as the operationali-
sation of intended curriculum, embodying the decisions teachers
make in terms of what actually is taught, and how. In Porter and
Smithson’s model [85], the intended and enacted curriculum are fur-
ther elaborated through descriptions of the assessed and the learned
curriculum. Remillard [92] separates this broader view of enacted
curriculum into the teacher intended curriculum, which encapsu-
lates teacher beliefs and knowledge of pedagogy and curriculum
access to resources, understanding of student needs and local con-
text, and the enacted curriculum, which is student and teacher
beliefs, and access to resources. In this model, the intended curricu-
lum represents only standards and policy definitions. According to
Van den Akker et al. [113], language learning is influenced in part
by an intended ideal curriculum (standards) and the enacted, or
implemented operational curriculum, through teachers’ aims and
objectives, content, and learning activities.

Large scale survey results, such as in Trends in International
Mathematics and Science Study (TIMSS), recognise that textbooks
are the mediators between "the intent of curricular policy and the
instruction that occurs in the classroom" [83, 112]. This notion

can be extended to all types of resources developed by researchers,
teachers, organisations and educators. These resources can be the
mediators to facilitate the implementation of the intended curricu-
lum or could arise in the field from the process of teaching enacted
curricula. This approach has benefited the introduction of CS in
countries where there is not a clear indication of intended curricula,
however also poses challenges in terms of measuring what teachers
view as enacted curricula. Regarding Europe, there is a movement
to introduce Informatics from primary school [22] and to achieve
this goal there is a strong effort to integrate Informatics inside the
teaching of all school subjects by means of supporting teachers’
creative approach as well as support from non-profit organisations
such as "Coder Dojo" and initiatives led by the national research
agency and Ministry in Italy and Europe who create CS education
resources [10, 12, 51, 66, 70, 71, 80].

Curriculum change, either through curriculum reform or the
introduction of a new curriculum, poses many challenges and may
take several years for full implementation to occur, particularly
with alignment between enacted and intended curriculum. Broadly,
teachers have identified lack of resources and time as key obstacles
in implementation of a new curriculum [23], lack of theoretical
and/or technical knowledge [68], addition to the complexity of
developing a clear understanding of curriculum standards [96].

We have observed these challenges in the recent rise of CS
curriculum implementation efforts. There is a common confusion
amongst teachers [116], but also present in government and school
leadership [11, 18], regarding the distinction between Information
and Communications Technology (ICT) literacy and CS, clearly
indicating complexity in understanding curriculum standards. The
required degree of technological awareness in CS curriculum is a
further challenge, with teachers’ lack of confidence and familiar-
ity with CS tools and physical devices leading to deviation from
lesson plans [75]. Black et al. [16] describe a related experience,
with early adopters focusing more on fun activities, engaging with
impressive technology or physical computing devices, rather than
providing opportunities for deep learning of computational think-
ing. Additionally, the plethora of free scripted lesson plans allow CS
teachers to disengage from offering intentional pedagogy. Teachers
unfamiliar with technology, national curriculum or standards may
sacrifice their agency as a teacher assuming that by duly following
prescribed lesson plans or modules they are teaching CS. Thus,
an instrument to elucidate teacher confusion about intended and
enacted curriculum is warranted.

The choice of programming language to be used within any
CS curriculum is a further complication, with many curriculum
standards silent on programming language, and paradigm choice.
This flexibility aids teachers in that they are able to identify what
best suits their immediate context, however this poses challenges
in terms of development of suitable resources, assessment and pro-
fessional development, as well as increased expectations on teacher
capability. Bell et al. [11] provide one example of the complexity of
this single point of curriculum enactment within the New Zealand
curriculum implementation.

It is useful to understand and study enacted curriculum in that
it assists in identifying key areas for future resourcing, as well as
potential problematic aspects of intended curriculum. Targeting
resources and support can increase alignment between intended
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and enacted curriculum. Gamoran et al. [53] and Kurz [67] identify
correlation between the alignment of intended and enacted curricu-
lum with student performance. Gamoran et al. study this alignment
in the context of transition Mathematics courses, analysing the
performance of n=882 students across 42 courses, identifying that
curriculum alignment accounted for the majority of achievement
difference between the courses. Careful analysis of the relation-
ship of the intended and enacted curriculum can inform the ef-
forts of professional development providers and preservice teacher
programs. Ultimately, the conscious monitoring of efforts from in-
tended curriculum stakeholders and teachers enacting curriculum
can facilitate robust K-12 CS education.

Furthermore, there is a unique opportunity afforded through the
study of enacted curriculum within the K-12 CS curriculum space.
Larke’s [68] qualitative study looks at how educators in England
are (not) meeting the "actual policy" (or the intended curriculum:
all policy documents distributed from officials/government, like
curriculum) goals of the computing curriculum by studying how
educators interpret and enact the curriculum, or "policy-in-use."
Her conclusion is that teachers are the gatekeeper to computing
education as they choose to interpret and/or reject the intended
curriculum for a variety of reasons, including lack of training, expe-
rience, resources, and time needed to teach. Due to its infancy, there
is much that we do not understand as yet about K-12 CS pedagogi-
cal practice and suitability of tools, programming languages, and
physical computing. Thus, an instrument that can assist in the eval-
uation of the intended and enacted curriculum longitudinally and
internationally will speed the development of K-12 CS pedagogy.

In this report, we view enacted curriculum as encompassing
both Remillard’s [92] view of enacted curriculum and the teacher
intended curriculum [85] together. We offer the METRECC sur-
vey as an instrument that can help obtain descriptive comparisons
internationally of K-12 CS intended and enacted curriculum. The
proposed METRECC instrument is a tool that can assist CS re-
searchers and CS teacher practitioners in achieving a common goal
- improving K-12 CS education. Teachers can share their experience
and knowledge of the classroom by reflecting on their enacted cur-
riculum, which can then be used to further inform and refine the
intended curriculum, pedagogy, research and policy directions. In
this way, teachers who participate in the study gain agency and
identity as K-12 CS pedagogical experts.

3.2 Measuring K-12 CS Intended Curriculum
In this section, we will briefly review papers that have used ex-
isting survey instruments to collect CS landscape information. To
identify relevant research, a systematic process was adopted to iden-
tify relevant work published on Scopus, Web of Science, Google
Scholar and EBESCO, restricting the search to the last six years.
Search phrases included terms such as "Computing", "Computer
Science", "Informatics", "Intended", "Enacted", "Curriculum", "K-12",
"Recommendations", "Survey", "Review", "Comparison", "National"
and "International". The search results were independently analysed
by the three working group members who reviewed the abstract of
relevant publications, and, if deemed applicable to the scope of the
literature review, analysed the full paper. The search resulted in 20
papers which were reviewed by means of a collective discussion

among the Working Group members who shaped the selection
of final content presented in Table 1 depicting the most relevant
work for the scope of the study. The table provides an overview of
11 relevant studies that have utilised surveys to measure K-12 CS
education, or aspects of it. We discuss these survey studies in this
section along with broader research that informs the discussion.

A number of country and regional reports have been produced,
detailing K-12 CS education curriculum and initiatives across Eu-
rope [6, 54] and the UK [105, 106]. The International Conference on
Informatics in Schools (ISSEP) have also welcomed country reports,
resulting in publications about the state of K-12 CSED in the United
States (US) [57], Wales [76] and Poland [104], among others.

Efforts have been made to measure CS and Computational Think-
ing (CT) implementation across countries. In 2012, an international
study was conducted to explore the state of the art and current
activities regarding the teaching of CS in K-12 schools [35, 97]. The
questionnaire focused on the national state of K-12 CS education
in schools, and the associated situation and education of K-12 CS
teachers. The survey was completed by CS education experts famil-
iar with the school system of 22 different countries. Since this study
focused on the responses of experts, the data surveyed related to the
prescribed rather than the enacted curricula of the countries under
study. Similarly, another international survey focused on measuring
CT in particular [72]. This was achieved through a 2014 ITiCSE
working group who distributed a survey to K-9 teachers in Finland,
Italy, Lithuania, Netherlands, and Sweden to better understand how
CT was being integrated into the K-9 classroom. Based on their sur-
vey results, they were able to see how teachers’ perceived CT and
how they enacted curriculum to teach CT. They concluded with a
recommendation to work toward quality professional development,
resources, and materials.

In the US, a report on the state of K-12 CS education [1] was
conducted by comparing how each state aligned with Code.org’s
nine policies to make CS fundamental, examining elements of: state
plans, CS standards, state funding for CS, certification pathways
for CS teachers, pre-service teacher preperation in CS, state super-
vision, high school offerings of CS, and admission requirements
of CS for higher education systems. Using these nine policies as
benchmarks, they were able to identify how states compared in
regards to the policies and track changes over time, while also
highlighting each state’s complexities and differences. In addition,
CSTA conducted a national survey of high school CS teachers [32]
and a survey of high school administrators [31] to see the ways CS
education is conceptualised within US high schools, how it is being
taught, and to better understand the accessibility of CS education.
Many landscape surveys of K-12 CS education have been conducted
by individual states to expand on these findings, particularly those
states who are a part of the NSF Alliance Organization: Expand-
ing Computing Education Pathways Alliance (ECEP). Constructing
the landscape reports often involved states administering indepen-
dently designed surveys to teachers, administration, and sometimes
industry leaders within the state. Outcomes included a mixture of
better understanding the K-12 CS curriculum within schools, teach-
ers’ understanding of CS standards, CS teacher certification and
professional development opportunities, demographic information
of K-12 CS students and teachers, and capturing enablers/barriers
to including CS in K-12 education [28, 40, 49, 63].
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The ACM Transactions on Computing Education (TOCE) ded-
icated two volumes for a special issue that covered a range of
countries as case studies in K-12 CSED (see Vol. 14, no. 2, 2014)
[59] and increasingly researchers have published works about their
country curricula and/or initiatives, including in France [24], the
Netherlands [9], Australia [47] and England [18], to name a few.
Many of the studies utilise the Darmstadt Model in order to provide
a unifying framework that allows a well-founded critical discussion
about the future of K-12 CSE. The Darmstadt model looks at:

• Educational system: Organisational aspects of subject, En-
rollment, School type,

• Socio-Cultural related Factors: History of ICT and Infor-
matics in School, Age, Gender, Social and Immigration Back-
ground, Family Socialisation, Public opinion, Techno-economic
development,

• Policies: Research and Funding Policies, Education Policies,
Quality Management,

• Teacher Qualification: Teacher Education, Professional Ex-
perience, Motivation: Student, Teacher Intentions: Learning
Objectives, Competencies, Standards

• Knowledge: Computer Science, ICT Curriculum Issues Ex-
amination/Certification Teaching Methods, CSE, General
Education

• Extracurricular Activities: Contest
• Media: Technical infrastructure, Textbooks, Tools, Didactical
software, Visualisation software, Unplugged Media, Haptic
media Research

Researchers have also performed comprehensive curriculum
analyses across countries and resources to identify the emergence
of common K-12 CS education topics and concepts to inform fu-
ture curriculum developments and research [10, 43, 119]. This in-
ternational effort put forward in the last decade has shown the
importance of a shift of focus from learning computing and Infor-
mation Technologies applications to a shared rigorous computing
academic foundation. Zendler et al. [125] surveyed CS professors
in 2010 to determine CS learning objectives that should be included
in the intended K-12 CS curriculum related to computing content
and process concepts. They expanded on their work to see if this
intended curriculum can be generalised across different contexts
by surveying experts in both Germany and the USA in 2015 [124].
Findings revealed not only key content and process concepts to be
included in higher education curriculum to prepare K-12 CS teach-
ers, but also that curricula can be generalised and differentiated
across international contexts. As core CS objectives are identified
and integrated into intended curriculum, research should continue
to evaluate and understand the curriculum that is enacted in the
K-12 CS classroom.

Additional surveys have been used to understand perceptions of
key stakeholders in order to understand factors that impede imple-
mentation of the intended curriculum. Wang et al. [117] identified
student, parent, teacher, and school administration perceptions of,
and access/barriers to K-12 CS education through a mixture of tele-
phone and online surveys. Key outcomes were the realisation of a
need for shared understanding of what CS is and is not, that there
is a high demand for CS but a lack of availability and access, as well
as the necessity of support for CS teachers and a need for flexible

CS curriculum. Wong et al. [122] similarly identified challenges
as including a lack of teacher training and unified curriculum in
their survey of Hong Kong schools perceptions of coding education.
As K-12 CS education continues to grow and expand, it is neces-
sary to ensure an agreed-upon CS curriculum and access to quality
professional development opportunities.

Student performance in K-12 CS improves with opportunities
to assert agency [69, 111]. Marzano and Kendall’s [73] new tax-
onomy of critical thinking lists the self-system as an important
aspect of developing student agency. Thus, CS teachers who are
empowered with the ability to interpret the intended curriculum
offering students options to learn CT and develop agency will posi-
tively influence educational attainment. For instance, in 2016 Wang
et al. [117] explored perceptions, access, and barriers to K-12 CS
education with a survey of students, parents, teachers, and school
administration. Wang et al. conclude with a recommendation for
more research on equitable pedagogy in K-12 CS to "help inform
teaching and enlighten us on methods to lessen biases and discrep-
ancies in exposure in order to create opportunities for all to advance
with computer science" (p. 650).

3.3 Measuring Enacted Curriculum
Porter and Smithson [85] define a systematic description of four
curriculum components: intended, enacted, assessed and learned, to
support evaluation and comparison of curriculum at different points.
Blank et al. [17] extend on this foundation to define a standardised
Survey of Enacted Curriculum (SEC) for Mathematics education
organised into three dimensions: topic coverage (for associated
Mathematics topics), cognitive demand and mode of presentation.
Cognitive demand identified nine descriptors, including memorisa-
tion, understanding concepts, and solving routine problems; mode
of presentation included seven descriptors, including exposition,
pictorial models and fieldwork. Each lesson articulated by a teacher
could then be described along these three dimensions. This pro-
vided a rich, but relatively simple mechanism for capturing a subset
of enacted curriculum. Their instrument was employed in a three
year study of mathematics and science education [102], making
recommendations for targeting teacher professional development
resources.

The SEC survey [17] serves as a guide for future development
of surveys for enacted curriculum, defining the importance of cap-
turing teacher beliefs, perceptions and activities. The SEC survey
instrument is extensive, capturing hundreds of data points around
opinion, practice, instructional content (associated with Mathemat-
ics and Science education), professional development, and teacher
and environment demographics. This serves as a basis for the iden-
tification of survey points (e.g. curriculum, self-efficacy, resources,
pedagogy, practice, assessment, and professional development) in
this survey instrument, although it is recognised that due to the
specific curriculum context and date of development, SEC does not
address K-12 CS curriculum content, recent pedagogical practice,
modern tools and resources, or professional development opportu-
nities.

A more recent large-scale international survey is the Organisa-
tion for Economic Co-operation andDevelopment (OECD) Teaching
and Learning International Survey (TALIS), which first launched in
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Table 1: Overview of surveys presented within the literature review

Scope/Domain Country Year of survey Respondents Sample Size
CS [49] NY, US 2018 Teachers & administrators 344
CS [28] CT, US 2018 Teachers, administrators, & school counselors 207
CS [48] Australia 2018 Teachers 119
CS [63] IN, US 2017 Teachers & administrators 355
CS [117] US 2016 Teachers, administrators, parents, & students 15,929
CS [125] US 2015 Teachers 48
CS [32] US 2015 High school CS teachers 1,354
CS [122] Hong Kong 2015 Schools 42
CT [72] Finland, Italy,

Lithuania,
Netherlands;
Sweden

2014 K-8 teachers 961

CS [31] US 2014 High school administrators 503
CS [40] Maryland, US 2013 Teachers 85

2008 and covers around 260,000 teachers in 15,000 schools across 48
countries [2]. TALIS is an annual survey of teachers, school leaders
and learning environments. TALIS uses a survey instrument with
evidence of reliability and validity and provides analysis that helps
countries identify others facing similar challenges, informing policy
across the world. The latest conceptual framework [2] describes
how TALIS addresses topics relating to professional characteris-
tics and pedagogical practices at the institutional and individual
levels in schools, including: teachers’ educational background and
training, professional development, implemented instructional and
professional practices, teacher self-efficacy and teachers’ workplace
and job satisfaction. At the institutional level, TALIS addresses is-
sues of school leadership, feedback systems, and school culture. As
being a survey instrument with evidence of reliability and validity
adopted across numerous countries with detailed conceptual frame-
work [2], the TALIS can provide a founding model and exemplar
for informing the design of teacher surveys as well as comparable
data source when comparing CS education with general teaching
practices and teacher experiences around the world.

van Veen et al. [114] identified early in the development of CS
curriculum the need for supporting both intended and enacted cur-
riculum in curriculum descriptions. However, there has been little
work within the CS domain on capturing and describing enacted
modern CS curriculum, less so in a generalisable and standardised
manner.Some efforts have made progress in CS to explore aspects
of curriculum. For example, Bienkowski and Snow [15] have un-
dertaken initial work with a mixed-methods instrument to study
secondary curriculum enactment and teaching quality, focusing on
inquiry and CT practices. Additionally, Rutstein et al. [95] describe
their evaluation instrument for curriculum implementation within
the content of the ECS (Exploring Computer Science) program,
aiming to characterise the relationship between measures of K-12
curriculum implementation and student learning outcome. In this
work, enactment is defined purely as "lessons modified, skipped,
and added", however factors that impact enactment are identified
and captured within the analysis, including the learning context, as
aspects of human capital, social capital and technical and resource

capital. They describe the development of a series of six surveys,
encompassing background and teacher professional development,
with the remaining surveys addressing specific units within the
ECS curriculum.

In New Zealand, Bell et al. [11] describe a rich case study of
secondary computing curriculum implementation. They discuss
both the intended curriculum and standards environment, as well
as a case study of enacted curriculum, analysing responses across
two survey periods for an unpublished survey, with n=91 [108] and
n=109 [107] respectively over the two periods. In their survey, they
gather information on teacher motivation, background demograph-
ics, implementation of standards, programming language selection,
and confidence levels (including related explanation of Mathemat-
ics concepts). Researchers are also diving deeper into the classroom
context to gather valuable data about teachers’ enacted curricu-
lum. For example, Prescott et al. [86] explore the experience of two
middle school science teachers integrating CT concepts into their
science class. Although this is a less scalable method, it provides
rich data and insight into the experience of teachers implementing
CT in the classroom.

Researchers have started to collect data about, not only what
is being taught in classrooms, but factors that impact on teach-
ers’ implementation of CS curriculum. For example, Vivian and
Falkner [115] conducted a survey of Australian Digital Technolo-
gies (CS) teachers (n=113) to gather information on K-12 enacted
curriculum, with a focus on assessment practices, reporting confi-
dence and self-efficacy [7] against teaching and assessing a range of
CS topics. Teachers were asked to describe "any formative and sum-
mative assessment activities, processes, dialogue, instruments or
resources" that they used with the context of assessing a program-
ming activity, providing a rich description of enacted curriculum
for this specific aspect of K-12 CS.

Many of the studies discussed have adopted teacher surveys as
a means to capture classroom activities and practice, however, self-
report measures are widely critiqued for its validity and scientific
rigour [55]. Despite self-report measures being one of the most
widely used measurement strategies in fields such as education and
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psychology, a limitation is that it relies solely on participants being
truthful and their ability to accurately recall information. However,
researchers [25] have found that teachers‘ self-reports are a reason-
ably accurate reflection of classroom practice when comparing both
teacher surveys and observational data about teachers and their
self-reporting of student behaviour and classroom management
strategies. Haeffel and Howard [55] state that prior work has found
that although individuals may not be able to always accurately
reflect on their cognitive processes, they are reasonably capable of
being able to validly respond to questions about constructs such as
attributions, plans, attitudes, and beliefs. Porter and Smithson [85],
amongst others [20, 21, 25], identify the need to gather further evi-
dence of reliability and validity in survey instruments through the
collection and comparison with alternative data sources, such as
teacher observation studies, teacher logs and examples of student
work. This represents an area of future work, both at the level of
individual country or region reports, and at an international level.

4 OBJECTIVES AND RESEARCH QUESTIONS
In coming together, the broad objectives of the Working Group
were to:

• To build an international research collaboration and strategy
for measuring K-12 CSED implementation in schools.

• To initiate a scalable, collective effort for a deeper inves-
tigation into what is happening in schools, based on the
experiences of educators in classrooms.

• To develop an open source teacher survey instrument that
can be implemented across countries.

This Working Group builds on prior work in K-12 CS education
measurement and reporting to develop an instrument with evi-
dence of reliability and validity for surveying K-12 teachers about
enacted curriculum and their experiences and approaches to CS
curriculum implementation in the classroom, including demograph-
ics, self-esteem, teaching methods, use of resources and curriculum
topics implemented. The goal of the Group is to develop an instru-
ment with evidence of reliability and validity that can transcend
boundaries and be used for consistent, ongoing data collection.

The working group sought to investigate the following research
questions:

• What are the similarities and differences in K-12 teachers’
perspectives regarding their pedagogy, practice, assessment,
resources, and experiences?

• What would a universal evaluation instrument with evidence
of reliability and validity to capture these perspectives from
across the world contain?

This report presents the development of a country report tem-
plate and K-12 teacher survey instrument and presents the pilot
survey findings with teacher cohorts from across the seven work-
ing group member countries. While it is acknowledged that the
research questions focus on the third objective, this report by it’s
nature (the international Working Group members and the pilot
study) broadly aims to satisfy the first two objectives.

5 METHODS
5.1 Research Design
This study adopts a mixed-methods design process centred around
the development and evaluation of a teacher survey instrument,
that included a review of related K-12 CS survey instruments and
development of instruments for this study, along with a pilot of
the instruments and a focus group to revise the teacher survey
instrument. This process is captured in Figure 1. This process is
supported by approaches in educational and psychological testing
[58] that use a combination of theory and expert opinion as the
basis for the development and selection of testing items, paired
with an iterative and multi-stage process in evaluating test items
(in this case being teacher survey items). In the following section we
describe the processes involved in developing the two instruments
used in this study: the country report and the teacher survey.

5.2 Instrument Development
As discussed in the Related Work, there are a number of papers
and reports presenting country data about CS education with a
particular focus on "intended curriculum", with few capturing the
"enacted curriculum". Although primarily setting out to investigate
the enacted curriculum, the Working Group also identified a need
to capture information about countries that may support analysis
and comparisons. Comparisons between countries are only useful
when a survey administrator is able to conclude that any emerging
differences between countries are unlikely to have arisen by chance,
thus being able to explain reasons for the observed differences [2].
The enacted curriculum should reflect the curriculum policies of
the state (the intended curriculum) [85].

It was therefore determined that two instruments would be devel-
oped: a country report template and a teacher survey instrument (see
Appendix A). The country report template is to be completed by
the survey administrator and the survey instrument by classroom
teachers. Having survey administers complete a country report for
their survey cohort as a pre-survey phase had a number of perceived
benefits. It allowed the capture of data of K-12 CS curricula and
implementation across countries for comparing and contrasting,
and longitudinal analysis of changes over time, as well as providing
background information about the context of the cohort being sur-
veyed. Additionally, it reduced duplication and the need for teachers
to answer the same questions about their intended curriculum, thus
reducing survey completion time and possible variations between
responses that might emerge. This additional time also allowed the
teacher survey instrument to focus on teachers’ own demograph-
ics, school contexts and what is happening in the classroom - the
enacted curriculum.

5.2.1 Country Reports. To develop the country report template,
a number of reports and papers capturing international and re-
gional data were used as a basis to identify potential key categories
relevant to comparing and contrasting school demographics and
intended CS curriculum across countries (e.g. [60], [106], [35], [61],
[1]). TheWorking Group searched and curated relevant papers from
the ACM Digital Library and Google Scholar. Search terms such as
"informatics", "computing", "digital technologies", were included to
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capture reports for countries referring to CS curriculum in alterna-
tive ways. The reference list of the identified papers were used as a
basis to identify other key papers. These references were curated
into a spreadsheet with details entered for each of the headings (e.g.
date of publication, year levels, country, methods, etc.). Papers were
included if they captured or reported on country or multinational
K-12 CS education from an intended curriculum perspective (e.g.
details around topics, age bands). From here a new spreadsheet was
devised to curate key categories and survey item questions from
these prior studies to form a country report template.

There was a challenge in capturing implementation of CS topics
across countries, due to the differences of CS curriculum between
countries as well because it was dependent on whether a specific
CS curriculum was available. Therefore, it was decided that a com-
prehensive measure of CS topics being implemented was a key
consideration of the enacted curriculum and would be captured via
the survey instrument. However, as a broad comparison across coun-
tries, we reviewed various curriculum analysis reports [72][9], pre-
viously mentioned country reports, country curriculum documents
(of those represented by Working Group Members) and the CSTA
standards [99]. We used curriculum documents and CSTA standards
as a starting point of broad CS topics which were expanded on by
the Working Group for a high-level comparison across countries.
The recurrence of CT within literature merited its inclusion as a
high-level topic. The goal is that the METRECC instrument would
seek to identify more specific and fine-grained topics which would
be used to inform the revised country report instrument. All the
curated categories were organised in a spreadsheet and presented
as a template to be completed by survey administrators.

The Working Group reviewed the draft country report template
to determine which categories would be eliminated, adapted or
kept, taking into account considerations toward language, nuances
and transferability across countries. Items which the group deemed
difficult to clarify were removed. For example, the provision of na-
tional funding (taken from [1])) was eliminated due to idenfication
of the vast differences across countries funding schemes.

Additionally, in recognising the challenge of mapping CS curricu-
lum availability and implementation requirements across countries
due to differing age groups for grades, it was decided that student
ages would be included alongside grades for ease of completion. To
test the template, each Working Group member took the template
and completed it for their respective country. As members com-
pleted the template, they noted any confusion around language,
categories or problematic categories. No significant changes were
made but it was decided that to support administrators to complete
the country report template, instructions and a glossary would be
provided.

The following information is captured in the country report
template:

• Country demographics and information relating to schools
(e.g. total population, number of schools, number of teach-
ers).

• CS curriculum state or country plan standards and require-
ments.

• Year Level (with age for comparisons) mapped to prescribed
curriculum and programming requirements.

• General CS topics covered.

A threat to the validity with the country report is that there is
the risk of the local survey administrator or representative mis-
understanding their own curriculum, or K-12 school system, and
therefore entering data incorrectly. To reduce this, wewould encour-
age where possible, administrators to cross-validate their country
reports with colleagues or other local experts.

We present the results of the curated data for our pilot study in
Section 6.

5.2.2 Teacher Survey. The Working Group undertook a collab-
orative, iterative process to develop a teacher survey instrument
that could be transferable across countries. This section describes
the process of designing and preparing the survey instrument as
seen in parts 1-3 in Figure 1.

The Working Group broadly undertook the following steps to
define the survey categories and questions:

(1) Curation and review of CS and education survey papers and
reports, identifying those that included survey instruments
with evidence of reliability and validity.

(2) Identification of survey categories.
(3) Curation of survey questions from surveys with reliability

and validity evidence that aligned with survey categories.
(4) Addition of new survey questions for categories that were

not found in surveys with evidence of reliability and validity.
(5) Refinement of survey categories and questions and selection

of questions for inclusion in the survey.
(6) Building of the online survey and final survey reviewed by

all members.

The Working Group leaders curated and reviewed key CS educa-
tion survey papers and reports with survey instruments that could
guide possible survey categories and questions. The ACM Digital
Library and Google Scholar were used to locate relevant articles,
using search terms such as "informatics", "digital technologies" and
"computing" in addition to CS to capture international work. These
were paired with search terms such as "teacher survey" and "sur-
vey instrument". Papers were included if they had included survey
items (or linked to instruments) in their paper. The reference list
of identified papers was used to check for any additional relevant
papers not captured in the database search. Relevant papers were
curated and organised using a Mendeley Group and entered into a
Google spreadsheet with metadata and annotations (such as author
name, country covered, year published, topic and sub-topic, method,
etc.). The Working Group leaders developed a set of key categories
that might be of interest internationally as a starting point. The
categories were shared with Working Group members for review,
alterations and the addition of new categories. Although initially
seeking to identify CS education surveys and articles reporting on
teacher surveys, the search was broadened to also review known
international education survey instruments such as the TALIS Sur-
vey [2] that could provide valuable survey items with evidence of
validity and reliability for demographics and teaching practices.

Once a set of draft categories were agreed upon by the Working
Group, these formed separate sheet labels in a Google sheet. Collab-
oratively, Working Group members curated and added questions
from surveys with evidence of reliability and validity, including
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Figure 1: Survey design and validation methods

identifying metadata such as the "sub-category" (e.g. classroom
equipment), "response options" (e.g. laptop, computer, tablet, other),

the "source" (e.g. TALIS Survey [2]), the measure (e.g. Likert, check-
box, multiple choice), possible threats to validity and whether or
not the questions were from a survey instrument with previous ev-
idence of reliability and validity. This resulted in 88 initial example
questions from 11 sources [2, 8, 36, 44, 65, 79, 82, 84, 85, 89, 103].

Upon developing the questions, consideration was taken with re-
gards to the best way to measure responses. Here, we discuss some
examples and how prior survey instruments that have evidence of
validity have been utilised. To capture teacher demographic data
and teachers’ classroom composition in Sections two to four of
Table 2 (e.g. gender, low-socio-economic status, disability, gifted
students), we adopted a majority of TALIS [2] questions as these
have been found to translate across 48 countries. For classroom
composition, we use teachers’ estimations of how many students
have various characteristics against a percentage. We also utilised
TALIS questions and items about professional development activi-
ties and barriers for section 10 relating to professional development.
This allows us to compare benchmark results against TALIS sur-
vey reports and also allow administrators to compare estimations
against their country report breakdowns.

To better understand teachers’ instructional practices, we re-
viewed questions in works by [2] and [85], as the authors provide
guidance around capturing classroom practice. [2] recommend us-
ing frequency of instructional practices rather than measuring
teachers’ agreement towards the adoption of practices. Similarly,
[85] invite teachers to estimate and nominate time spent against
various instructional practices in terms of percentage of imple-
mentation (e.g. 25-49% on "whole class instruction"). The authors’
reason that this measurement facilitates comparisons across class-
rooms, types of courses, and types of student populations and that
they have the advantage of being easy to respond to (i.e. in cases
when teachers teach multiple classes or for helping teachers reflect
on time spent against practices as they can estimate using various
time measures, such as a week or a year of instruction). However, a
major disadvantage is that such measures provide a crude estimate.
To reduce complexity, we did not include the full matrix columns
by [85] that invited teachers to reflect on practices across Bloom’s
Taxonomy items.

Some items from the Research-Practice Partnerships CS For ALL
(RPPforCS) Survey Instruments [27] were adopted in section 3
around teachers’ current work and section 10 inquiring about their
professional development and use of professional development ma-
terials in the classroom. The RPPforCS project collects participation
data about teachers participating in the CS for All: Research Prac-
titioner Partnership Project. RPPforCS is focusing on the projects
preparing teachers to offer a stand-alone high school course in CS,
however, they have made their instruments available to support
others in capturing CS implementation.

The survey component measuring CS self-esteem utilised the
Bergin Self-Esteem Instrument [14] that was developed as part of
a longitudinal study, also utilised by [89] with CS student cohorts.
Bergin had developed the instrument as a modification of the Rosen-
berg self-esteem scale, which has generally been shown to have
evidence of high inter-item and test-retest reliability evidence [93]
to apply to programming. The 10 items used in the Bergin [14]
study were added to the instrument, however, the domain-specific
subject was adapted from "programming" to "Computer Science"
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to reflect the broader K-12 CS curriculum that the survey was in-
vestigating. Teachers responded to statements on a 7-point Likert
scale, from "Strongly Disagree" to "Strongly Agree". The items were
generally about CS capabilities and we wished to measure teachers’
self-esteem to determine how impact on classroom practice.

Some additional question development were devised using sur-
vey instruments used in other studies, such as by [115], and those
developed as a collaborative exercise by Working Group members.
Our Working Group investigation to evaluate this teacher survey
instrument will involve checking these questions for evidence of
validity.

The Working Group held an online meeting in which the group
worked through the curated questions to determine whether to
"keep" or remove them as well as considering and discussing the
language of questions, duplicates, response options and the transfer-
ability of questions across the various countries and alignment with
the study objectives (e.g. to investigate the enacted curriculum).
This process was undertaken twice (once offline) and resulted in the
final set of categories (now referred to as sections) and 51 key re-
search questions that were ready for import into the SurveyMonkey
tool. A number of sub-sections and questions, particularly within
teacher confidence and motivation, were excluded from the final
survey. The final draft survey was downloaded from SurveyMonkey
as a PDF and emailed to Working Group members for review, with
required amendments made. Two researchers tested a copy of the
digital survey on SurveyMonkey.

The final survey instrument resulted in 11 sections with 11 pages
and 53 questions (two questions being administrative). The survey
overview is presented in Table 2. 33 (58.5%) of the total survey
questions were set as "required" with the remaining as optional.
Required questions were determined as those key to answering our
Working Group research question that focused on the enacted cur-
riculum, with optional being extensions and as useful to providing
additional supporting data. In the following section, where rele-
vant, we broadly describe some of the survey sections and where
questions and measures were sourced from.

A final question asked teachers if they would be willing to con-
sent to their anonymous data being shared with the computer
science education research community for future use.

A large portion of survey questions (39.6%, n=21) related to
teacher demographics, their current role and qualifications/experience
(see Table 2). The second highest portion of questions related to
what teachers are doing in the classroom and the resources and
practices they are adopting (39.6%, n=21), aligning with our survey
goal of investigating the enacted curriculum. Additional question
topics related to student cohort composition, professional develop-
ment and teacher’ perceived CS self-esteem.

Examining an overview of the types of questions utilised in the
survey instrument, there were a reasonable split between multiple
choice questions (35.8%, n=19) and matrix questions (34.0%, n= 18)
that used Likert style.

5.3 Data Collection
5.3.1 Country Reports. The seven countries for the pilot study

were those represented by the ten Working Group members (note:
at the time of the study, one member was located in Cantina, Italy,

but has since relocated to the US). During Working Group member
selection process, consideration was made to include members from
a sample of countries, including English as Second Language (e.g.
Italy and Malta).

Each Working Group member was responsible for completing
their respective country report information using the designed
template in an Excel spreadsheet. One Working Group member led
the collation of the data from each of the separate country reports
into consolidated tables to visualise findings for comparison across
countries. The consolidated tables were then presented and cross-
checked for accuracy with each of the working group members.
Each member verified the data inputs in their country report data
revised tables. As mentioned previously, it is acknowledged that
a risk to validity is that administrators may provide incorrect or
out-of-date information, however, we hoped that the process of
cross-checking information would reduce discrepancies.

5.3.2 Teacher Survey. Prior to data collection, each Working
Group member was responsible for seeking appropriate institu-
tional and country-specific Human Research Ethics Committee
(HREC) approval. In the survey information and advertisements
it was stated that teachers participating in the survey from the
respective Working Group countries listed, who go on to complete
the survey, were able to go into the draw to with a $100 Gift Card
(one available per country). If participants were interested in en-
tering the draw they were invited to go to a separate URL (to a
Google Form) that collected entries. This was to maintain partici-
pant anonymity as contact information was kept separately from
their survey response. The survey instrument was built in the Eng-
lish language using the Survey Monkey software, "Simple design".
To address participant anonymity, participants were not invited
to share personally identifiable information in the survey and the
survey was set to "anonymous" with no collection of IP addresses.
Three separate surveys were created for targeted regions (Australia,
United States, and a general international survey) to accommodate
regional HREC information and to include state/territory specific
drop-down lists for ease of analysis.

Recall in Section 2: Definitions that our survey instrument does
not aim to explicitly define CT, programming or CS, but rather
allow for interpretation and use in many contexts. To ensure that
teachers understood that the survey was investigating CS as a
discipline/learning area and that the term "CS" is used through-
out but can encompass whatever their context uses to describe
this discipline, the cover page of the survey instrument, states that
"throughout this survey, we refer to "computer science" or "CS" as being
synonymous with computing, informatics, computational thinking,
computing science and other variations of the term. Being an inter-
national survey, it is possible that some questions do not fit very well
within your national context. In these cases, please answer as best as
you can".

The survey was shared with the Working Group for distribu-
tion on the 29th of June at 5:00am GMT+1. Surveys were adver-
tised among working group member networks (e.g. social media,
email listservs) related. The survey was open between 30th of
June (GMT+1) and 12th July, with surveys being closed at 11:00am
GMT+1 and being downloaded at 12:30pm GMT+1 with a sample
size of n=713 (see Table 4). As the data were collected from three
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Table 2: Overview of survey instrument sections, topics and question numbers

Section number & heading Section topics covered Question
numbers

Questions
(n and % of
total)

Required (n
and % of to-
tal)

1. Introduction Study information; Consent to participate 1 1 (1.9%) 1 (3.2%)
2. Demographics Teacher demographics (e.g. age, location); School demo-

graphics (e.g. socioeconomic, remoteness)
2-11 10 (18.9%) 8 (25.8%)

3. Current work Employment; Teaching role; Subject expertise; Experi-
ence teaching CS

12-18 7 (13.2%) 2 (6.5%)

4. Qualifications Qualifications in teaching, computing and other sub-
jects; Participation in classroom research

19-22 4 (7.5%) 1 (3.2%)

5. Student composition Student cohorts; Classes taught and class size; Demo-
graphics of students (reported)

23-25 3 (5.7%) 2 (6.5%)

6. Support and resourcing Access to infrastructure, facilities and equipment; Avail-
able school support (people, PD) and perceived needs;
Place of CS classes; Local CS outreach engagement and
awareness; CS topics taught and unplugged/plugged;
Curriculum document/s used (if any); Access to CS and
general teaching materials and technology

26-38 13 (24.5%) 7 (22.6%)

7. Assessment of student learning Implemented assessment approaches in CS; Reporting
required or not

39-40 2 (3.8%) 2 (6.5%)

8. Classroom practice Learning and teaching strategies (CS specific and gen-
eral); Programming environments and motivation for
use

41-46 6 (11.3%) 4 (12.9%)

9. CS self-esteem Teachers’ self-esteem in CS 47 1 (1.9%) 1 (3.2%)
10. Professional development Participation in types of PD activities; Structure/benefits

of PD activities; Perceived PD needs; Extent PD re-
sources used in classroom

48-52 5 (9.4%) 2 (6.5%)

11. Open access data Consent for anonymous data to be included in open
access

53 1 (1.9%) 1 (3.2%)

Total 1-53 53 (100%) 31 (100%)

Table 3: Overview of survey question types

Question type Number (n) Percentage (%)

Multiple choice 19 35.8%
Matrix 18 34.0%
Checkbox 10 18.9%
Open Text 5 9.4%
Dropdown 1 1.9%
Total 53 100%
(Extensions) Textbox "other" option 21 39.6%
(Extensions) Explain textbox 4 7.5%

separate regional surveys, the separate files were combined into a
single Excel spreadsheet for pre-processing. Very minor alterations
were made to the structure and a buddy system was used to cross-
check any structural changes. The total spreadsheet contained 379
columns.

Table 4: Raw individual survey completion statistics (pre-
processing)

Survey Link Respondents Average time Completion rate

International 407 16m;3s 43%
United States 271 19m;38s 46%
Australia 35 15m;35s 46%
Total 713

5.4 Data Pre-Processing
This section describes the data pre-processing process for the teacher
survey data that resulted in the 244 responses included in our final
dataset.

As a starting point, the following individual participant responses
were removed:

• Respondents from countries outside of those represented by
members in the working group (n=63).

• Those that selected "do not consent" (n=6) and "under 18"
(n=2).
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• Responses where the participant consented to the survey
but exited after the consent page without entering/saving
any additional data (as SurveyMonkey saves the data after
each page, n=104).

A day into releasing the survey it was noticed that a high number
of participants were exiting the survey and it was decided that to
ensure the Working Group had some data to work with, within the
short survey release period, and that we had sufficient data across
questions for instrument validation that key questions throughout
the survey would be set to "required" (see breakdown of required
questions by section in Table 2).

In our dataset, we kept those respondents who had answered all
required questions (31 of the 53 questions) as a minimum, resulting
in a final dataset of 252 responses for gathering evidence of relia-
bility and validity and pilot analysis. This ensured a more robust
dataset with minimal missing values and that participants had not
exited early due to wanting to withdraw from the study. One of
our final questions asked participants if they would be willing to
have their anonymous data shared with the CS education research
community. Some of the remaining respondents (n=8) opted "no"
to sharing their data and it was decided that to enable us to share a
complete dataset that we have validated with the CS community,
we would remove this small number of responses. This resulted
in a total and final dataset of 244 respondents for analysis. Of this
dataset, 85 respondents answered all 53 questions and the average
questions answered were 42.

5.5 Pilot study sample
Our pilot sample is comprised of seven countries and a total of 244
teacher survey participants. Firstly, we present the an overview
of the country contexts involved in the study, followed by the
demographics of our teacher survey participants.

5.5.1 Country Contexts. Our sample is comprised of seven coun-
tries, including Australia, England, Ireland, ItalyMalta, Scotland and
the United States. Tables 5-7 presents the country demographics.
Table 8 presents the structure of the school system across countries,
with Tables 9-11 presenting CS curriculum implementation across
those year levels.

Tables 5-7 show a snapshot of the Working Group members’ un-
derstanding of the intended CS curriculum within their country or
state. It became clear that provision across snapshot categories for
K-6 and Year 7-12 are sufficiently different and should be captured
separately. Working Group members also provided key contextual
information to expand their country/state tabulated snapshot data,
which we present here.

5.5.2 Country Information. In capturing country report data, it
was identified there is a need to provide additional information to
expand on the data in the tables to explain some of the intricacies
and to provide supporting contextual information. We include the
descriptions for countries in this study below.

In Australia CS commences from the first year of school until
year 10. No national curriculum is mandated at the final stages
of secondary school (Grade 11 and Grade 12) because courses are
optional for students and align to final certification. CS curriculum
is at the early stages of implementation, with each state or territory

determining reporting requirements. As a result, reporting expec-
tations vary for both government and privately funded schools.
Formal pre-service training and in-service professional CS learning
varies in terms of requirements and availability.

England has a mandatory computing curriculum in state-funded
schools from age 5-16 (Year 1-11) which covers computer science,
information technology and digital literacy. This can be seen in
the representation of teaching year levels of teachers from England
who took the survey (see Table 18). At age 14, students can addi-
tionally elect to take a GCSE in CS, and at age 16, an A Level in CS.
Postgraduate initial teacher training courses have been available,
with financial incentives, for secondary computing teachers since
2013. The government supported the Network of Excellence [101]
[101] for in-service professional development of computing from
2013-2018 with a small amount of funding, and then massively
increased the amount of support by forming the National Centre
for Computing Education in 2018 to support in-service teachers.

In Ireland secondary school education is in two phases including
the Junior Cycle at age 12-15 followed by the Leaving Certificate
(which includes fifth and sixth year). These phases/years are manda-
tory across all schools. There is an optional year, TY (also known as
transition year or fourth year). In the Junior cycle students under-
take short courses across a range of subject areas which includes
an optional in coding. In 2018 Ireland finalised the pilot upper sec-
ondary CS curriculum and by September 2020 all schools will be
eligible to implement the CS curriculum at their own choosing. In
primary, the CS curriculum is under development and is expected
to be launched in 2022. The pilot phase involved a school choos-
ing their own concepts and content which will be used to develop
the curriculum. Although the secondary curriculum is optional
teachers have control to decide on resources and pedagogy.

In Italy the secondary schools vary in specialisation, including
academic, technical and vocational. CS is not mandatory in all types
of high school but it is delivered in secondary schools specialis-
ing in technology or science. Object orientated programming is
mandatory in the higher stages of technical schools. CS is promoted
in primary and lower secondary, with CS guidance that includes
"computational thinking" concepts. Formal reporting takes place in
some secondary schools.

Since 2018-2019 inMalta, all pupils from year 7-11 follow an ICT
C3 certificate which includes CS education. In the primary years
Computational Thinking learning objectives are embedded in the
Digital Literacy cross-curricula theme and the teacher decides how
and when to implement them. These are not formally assessed. CS
is a standalone subject at year 9 comprised of two branches, one
being VET IT (based on networking and vocational/hands-on) and
the other Computing (including programming, databases, computer
architecture). Secondary schools formally report on CS in years
7-11. Pre-service CS training is compulsory for teachers delivering
CS from years 7-11.

In Scotland all pupils have an entitlement from pre-school up to
3rd year in secondary school to a Broad General Education (BGE).
Across the BGE computing science guidelines are organised into a
discrete subject. However, teachers and schools have ownership on
its delivery. Fourth year to 6th year computing science is optional
for qualifications. In 2016 the computing science curriculum K-10
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Table 5: Overall school-related demographic information for countries.

COUNTRY/USA STATE A
U
ST

RA
LI
A

(A
U
S)

C
O
LO

RA
D
O

(U
S-
CO

)

EN
G
LA

N
D

(E
N
G
)

IR
EL

A
N
D

(IR
L)

IT
A
LY

(IT
A
)

IL
LI
N
O
IS

(U
S-
IL
)

M
A
LT

A
(M

LT
)

SC
O
TL

A
N
D

(S
CO

)

Population (million) 25.09 5.69 55.62 4.70 60.50 12.7 0.47 5.44
No. of schools 9,477 1,900 29,972 3,961 8,636 4,266 170 2,400
No. of students 3,893,834 911,536 8,378,809 920,867 8,422,419 2,072,880 46,247 693,251
No. of teachers (FTE) 288,583 59,989 498,100 66,327 872,268 135,701 2,976 51,959

Table 6: Curriculum concepts across pilot study states and countries: Explicit (✓) Implicit (❖) Not covered (✕)

Concepts A
U
S

U
S-
CO

EN
G

IR
L

IT
A

U
S-
IL

M
LT

SC
O

Computational Thinking ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓

Computer Systems ✓ ❖ ✓ ✓ ✓ ✕ ❖ ✓

Networks and Internet ✓ ❖ ✓ ✓ ✓ ✕ ✓ ✓

Data & Analysis ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓

Algorithms and Programming ❖ ❖ ✓ ✓ ✓ ✕ ❖ ✓

Impact of Computing ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓

Table 7: Demographics of pilot study countries/states education systems.
(i) Yes (✓) No (✕) Additional information (❖)
(ii) Pre-service training - Varies(V) Compulsory (✓), Elective (E) *Date previous CS curriculum refreshed.

COUNTRY/USA STATE A
U
S

U
S-
CO

EN
G

IR
L

IT
A

U
S-
IL

M
LT

SC
O

CS State or country plan ✓ ✕ ✓ ✕ ❖ ✕ ✓ ✓

CS Curriculum K-6 standards defined ✓ ✕ ✓ ❖ ❖ ✕ ✓ ✓

CS Curriculum: Y7+ standards defined ✓ ✓ ✓ ❖ ❖ ✓ ✓ ✓

CS Guidelines - standalone subject ✓ ✓ ✓ ❖ ❖ ✕ ❖ ✓

CS Guidelines - across disciplines ✕ ✕ ✕ ✕ ❖ ✕ ❖ ✕

Teacher autonomy to implement state/country
guidelines as standalone or cross discipline

✓ ✓ ✓ ✕ ✓ ✓ ❖ ✓

CS Formal reporting V ✕ ✕* ✕ ❖ ✕ ❖ ❖

CS in pre-service training primary E E ✓ E V E ✕ E
CS in pre-service training secondary E E ✓ E V E ✓ ✓

CS training for in-service primary? V ✓ ✓ V V ✕ ✓

CS training for in-service secondary? V ✓ ✓ V V ✓ ✓

Year endorsed 2015 2018 2013/14 ✕ ✕ ✕ 2018* 2016*

Broad General Education for curriculum content for computing
science was refreshed.

In the United States (US) there is no national CS curriculum,
however, individual states can mandate their own CS curriculum
to be implemented. If there is no state or district wide curriculum
formally adopted then primary and secondary schools have au-
tonomy to implement CS curriculum and/or classes, often using
the Computer Science Teachers Association (CSTA) standards as a
framework. For the purposes of this paper, and as we are presenting

a pilot comparing countries, the US have used the CSTA standards
to reflect on implementation due to the variances between states.
As US state CS curricula evolves, it would be prudent for future
work or use of this survey instrument to reflect on the context of
their state curriculum. State funding is sometimes available for CS
in-service professional development through various initiatives.

In Illinois, currently there are no state standards but districts
have the ability to implement their own. Chicago public schools,
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Table 8: Approximate age and school placements across authors’ countries/states education systems. *Youngest age at the start
of the school session. For example, in Scotland for session 2019/2020 almost all children between the ages of 4 and a half and
5 years old will start primary school at the start of term in August. Children who attain the age of 5 years between 1 March
2019 and 28 February 2020 should be registered for education in January 2019 to start school in August 2019.

CO
U
N
TR

Y

A
U
ST

RA
LI
A
(A
U
S)

EN
G
LA

N
D
(E
N
G
)

IR
EL

A
N
D
(IR

L)

IT
A
LY

(IT
A
)

M
A
LT

A
(M

LT
)

SC
O
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A
N
D
(S
CO

)

U
S

AGE*
(Years)
2+ Pre-school Kindergarten Pre-school Pre-school
3 Pre-school Pre-school Pre-school Kindergarten Kindergarten Pre-school Pre-school
4 Kindergarten Pre-school Junior Infants Kindergarten Kindergarten Pre-school Pre-school
4-5 Reception/

Foundation
Reception Senior Infants Kindergarten Year 1 Primary 1 Pre-school

5-6 Year 1 Year 1 First Class First class pri-
mary

Year 2 Primary 2 Kindergarten

6-7 Year 2 Year 2 Second Class Second class
primary

Year 3 Primary 3 Grade 1

7-8 Year 3 Year 3 Third Class Third class pri-
mary

Year 4 Primary 4 Grade 2

8-9 Year 4 Year 4 Fourth Class Fourth class pri-
mary

Year 5 Primary 5 Grade 3

9-10 Year 5 Year 5 Fifth Class Fifth class pri-
mary

Year 6 Primary 6 Grade 4

10-11 Year 6 Year 6 Sixth Class First class lower
high school

Year 7 Primary 6 Grade 5

11-12 Year 7 Year 7 First Year Second class
lower high
school

Year 8 Primary 7 Grade 6

12-13 Year 8 Year 8 Second Year Third class
lower high
school

Year 9 S1 Grade 7

13-14 Year 9 Year 9 Third Year First class
higher school

Year 10 S2 Grade 8

14-15 Year 10 Year 10 Transition Yr. Second class
higher school

Year 11 S3 Grade 9

15-16 Year 11 Year 11 Fifth Year Third class
higher school

Sixth form
lower

S4 Grade 10

16-17 Year 12 Year 12 Sixth Year Fourth class
higher school

Sixth form
higher

S5 Grade 11

17-18 Year 13 Fifth class
higher school

S6 Grade 12

for example, implemented a graduation requirement that all high
school students have one year of CS education.

In Minnesota (US) each school district decides if CS is a stan-
dalone subject. The state government is trying to include computa-
tional thinking within the performing arts and science standards
revisions. Although students do not experience a state mandated
CS curriculum, teachers can choose to incorporate CS into their
classrooms.

We present an analysis of the results of the intended and enacted
curriculum across our countries in Section 6.

5.5.3 Teacher Survey Participants. Recommendations on sample
size for a pilot study varies in the literature [110]. On one hand,
some researchers suggest using a respondent-to-item ratio when
determining adequate sample size, then sets a guideline ratio such
as 5:1, 10:1, or even 30:1 [110]. Other researchers recommend stat-
ing a range of sample sizes as acceptable for pilot studies, and go
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Table 9: Programming language curriculum specification across pilot study states and countries.
Age at the start of the school session
Not specified (✕) Visual Programming (VP) General Purpose Programming (GPP) Object Oriented Programming (OOP)

Age*/ US Grade AUS US-CO ENG IRL ITA US-IL MLT SCO
3-4 Pre-school ✕ ✕ VP
4-5 Pre-school ✕ ✕ ✕ VP
5-6 Kinder. ✕ ✕ VP ✕ VP ✕ ✕ VP
6-7 Grade 1 ✕ ✕ VP ✕ VP ✕ ✕ VP
7-8 Grade 2 VP ✕ VP ✕ VP ✕ ✕ VP
8-9 Grade 3 VP ✕ VP ✕ VP ✕ ✕ VP
9-10 Grade 4 VP ✕ VP ✕ VP ✕ ✕ VP
10-11 Grade 5 VP ✕ VP ✕ VP/GPP ✕ ✕ VP
11-12 Grade 6 GPP ✕ GPP VP/GPP VP/GPP ✕ VP VP/GPP
12-13 Grade 7 GPP ✕ GPP VP/GPP VP/GPP ✕ VP VP/GPP
13-14 Grade 8 OOP ✕ GPP VP/GPP VP/GPP/OOP ✕ GPP VP/GPP
14-15 Grade 9 OOP ✕ GPP VP/GPP VP/GPP/OOP ✕ GPP* GPP
15-16 Grade 10 ✕ ✕ GPP VP/GPP VP/GPP/OOP ✕ GPP* GPP
16-17 Grade 11 ✕ ✕ GPP VP/GPP VP/GPP/OOP ✕ OOP
17-18 Grade 12 ✕ GPP/OOP VP/GPP VP/GPP/OOP ✕

Table 10: Teacher autonomy in curriculum specification across pilot study states and countries.
Age at the start of the school session
TEACHER CONTROL (TC): The extent to which teachers can decide on individual learning activities or the curriculum pre-
defines at a granular level through pre-defined resources, lesson plans and content. YES(✓) Achievement standards but no
description how to get there, teachers can decide within a broad framework. NO (N) Prescribed daily materials explicitly
defining what is to be taught and when.
Can decide within a broad framework (S) No CS curriculum defined (✕)

Age*/ US Grade AUS US-CO ENG IRL ITA US-IL MLT SCO
3-4 Pre-school
4-5 Pre-school ✓ ✓ S
5-6 Kinder. ✓ ✓ S ✕ S ✕ ✓ S
6-7 Grade 1 ✓ ✓ S ✕ S ✕ ✓ S
7-8 Grade 2 ✓ ✓ S ✕ S ✕ ✓ S
8-9 Grade 3 ✓ ✓ S ✕ S ✕ ✓ S
9-10 Grade 4 ✓ ✓ S ✕ S ✕ ✓ S
10-11 Grade 5 ✓ ✓ S ✕ S ✕ ✓ S
11-12 Grade 6 ✓ ✓ S ✓ S ✕ ✓ S
12-13 Grade 7 ✓ ✓ S ✓ S ✕ S S
13-14 Grade 8 ✓ ✓ S ✓ S ✕ S S
14-15 Grade 9 ✓ ✓ N ✓ S ✕ S N
15-16 Grade 10 N ✓ N ✓ S ✕ S N
16-17 Grade 11 N ✓ N ✓ S ✕ N
17-18 Grade 12 ✓ N ✓ S ✕ S

further to describe a recommended scale, with under 50 responses
considered very poor, 51-100 as poor, 101-200 as fair, and 201-300 as
good. 301-500 is then very good and 501-1000 or more is excellent.
This demonstrates the wide range of acceptable sample sizes in the
literature.

For our study, we concluded the survey with 713 responses. Once
we cleaned the data, 244 responses remained. Given that there were
51 questions on the survey, we achieved a ratio of 4.8:1, closely
meeting the basic respondent-to-item ratio size (5:1). With a sample

size of 244, we are in the fair to good range for sample size [110].
We address representation of these respondents to the population
validity (how these respondents are divided across various groups
of populations) in Section 7.

Table 12 presents a breakdown of participants per country. The
majority of participants (68%) were from the USA (n=115) and
England (n=52). Italy, Ireland, and Scotland make up 24% of the
sample, and Australia and Malta represent 8% of the participants
(Table 12). Table 13 shows a larger female representation from most
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Table 11: Computing curriculum specification across pilot study states and countries.
Age at the start of the school session
COMPUTING CURRICULUM (CC): Optional (O) Elective (E) Compulsory (✓) Not defined (✕)

Age*/ US Grade AUS US-CO ENG IRL ITA US-IL MLT SCO
3-4 Pre-school ✕

4-5 Pre-school ✓ O ✕ ✓

5-6 Kinder. ✓ O ✓ NA O ✕ O ✓

6-7 Grade 1 ✓ O ✓ NA O ✕ O ✓

7-8 Grade 2 ✓ O ✓ NA O ✕ O ✓

8-9 Grade 3 ✓ O ✓ NA O ✕ O ✓

9-10 Grade 4 ✓ O ✓ NA O ✕ O ✓

10-11 Grade 5 ✓ O ✓ NA O ✕ O ✓

11-12 Grade 6 ✓ O ✓ O O ✕ C ✓

12-13 Grade 7 ✓ O ✓ O O ✕ C ✓

13-14 Grade 8 E O ✓ O C/O/N/✓ ✕ C ✓

14-15 Grade 9 E O E/✓ O C/O/N/✓ ✕ C O
15-16 Grade 10 NA O E/✓ O C/O/N/✓ ✕ C O
16-17 Grade 11 NA O E O C/O/N/✓ ✕ ✓

17-18 Grade 12 O E O C/O/N/✓ ✕ C

countries (61%), with Scotland being the only countrywho hadmore
male participants (n=10) represented than female respondents (n=8).
Over half of teachers were between the ages of 40-59 (63%) and a
little less than a quarter were between the ages of 30-39 (24%) (see
Table 14).

Table 12: Participants per country

Country N %
US 115 47
England 52 21
Italy 20 8
Ireland 19 8
Scotland 18 7
Australia 14 6
Malta 6 2
Total 244 100

Table 13: Gender breakdown per country

Male Female Prefer not to say Other
Country N % N % N % N %
US 38 33% 74 64% 2 2% 1 1%
England 23 44% 28 54% 1 2% 0 0%
Italy 8 40% 12 60% 0 0% 0 0%
Ireland 8 42% 11 58% 0 0% 0 0%
Scotland 10 56% 8 44% 0 0% 0 0%
Australia 2 14% 11 79% 1 7% 0 0%
Malta 1 17% 5 83% 0 0% 0 0%
Total 90 37% 149 61% 4 1.6% 1 .4%

5.6 Data Analysis
5.6.1 Country Reports. Data collected and curated were anal-

ysed by using manual comparative analysis of data across countries.
Data from the country reports were also used as a benchmark to
review and compare results emerging from the survey instrument
(e.g. comparing topics within intended curriculum with topics re-
ported by teachers as being taught in the classroom as enacted
curriculum).

5.6.2 Teacher Survey. Curiosity about the definition of robust
K-12 CS is the broader context in which we framed the survey
development. The instrument is intentionally a mixed method tool
to not only ascertain affirmation and frequencies or percentages
(e.g. time offering robotics or number of years teaching CS) but also
to illuminate reasons for the affirmative or negative answers. The
pilot survey was specifically designed to gather quantitative and
open-text information to help us decide which information was
most useful and which was superfluous.

Processed survey data were downloaded into into Excel. From
here data were analysed using a combination of statistical analysis
scripts in Python and from importing the data into the statistical
software package, SPSS Statistics. For this pilot study, data analysis
of the survey is primarily descriptive. We provide further informa-
tion about statistical analysis with the Results in Section 6.

The evaluation of the survey instrument was primarily con-
ducted using statistical analysis of the pilot survey data (n=244)
for evidence of validity and reliability with Python scripts in Excel.
Two working group members led the analysis and cross-checked
with one another. We present the precise statistical tests with the
results in Section 7.

The revision of the survey instrument was based on the results
that emerged from a self-directed focus group, chaired by two work-
ing group leaders. During the ITiCSE conference, an afternoon block
was allocated for the Working Group to present survey instrument
analysis and key findings. The evaluation of the survey instrument
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Table 14: Teacher age by country

18-29 30-39 40-49 50-59 60 and over
Country N % N % N % N % N %
US 4 3% 26 23% 29 25% 41 36% 15 13%
England 2 4% 11 21% 21 40% 15 29% 3 6%
Italy 0% 4 20% 7 35% 8 40% 1 5%
Ireland 0% 7 37% 6 32% 4 21% 2 11%
Scotland 2 11% 5 28% 7 39% 4 22% 0%
Australia 1 7% 3 21% 4 29% 5 36% 1 7%
Malta 1 17% 2 33% 1 17% 2 33% 0%
Total 10 4% 58 24% 75 31% 79 32% 22 9%

within the focus group session was conducted drawing on a com-
bination of data about participant exit points, pilot survey results,
evidence of validity and reliability results, and keyword analysis of
the survey language. Following this, the group went question-by-
question together, viewing the results on a shared projector screen,
and discussed whether to leave, remove or adapt questions based
on data from teacher responses and analysis insights. The group
collectively discussed and decided on whether to: 1) keep the item
the same, 2) amend the item, or 3) to remove the survey item. Two
working group leaders noted any required modifications and these
were synthesised and updated in the survey (resulting in version
2). We present the results of our focus group evaluation in Section
8. The working group reviewed the final amended survey to check
that it addressed all required amendments raised in the focus group.

6 PILOT STUDY RESULTS
In this section we present the pilot results of our country reports
(intended curriculum) and descriptive results of our pilot survey
(n=244) from participants across seven countries (enacted curricu-
lum).

6.1 Intended Curriculum Observations
Within the pilot sample, England was the first to endorse a CS cur-
riculum in 2014. To date, formal curriculum (or standards/ frame-
works) have been endorsed across all countries, except Ireland, Italy
and in the US where it is state-dependent. Although some countries
have national CS curricula, there are observed variations regarding
formal reporting of student learning outcomes in CS. In a study
of Australian teachers [115], it was found that teacher self-efficacy
increased with formal reporting requirements as teachers had devel-
oped more experience in assessing student learning. This suggest
that this is something worth investigating and monitoring across
countries.

Although some locations, such as Colorado, England and Malta,
indicated that they have compulsory CS training for primary and
secondary teachers, it is clear that this is not something that has
been standardised across other regions, irrespective of a formal cur-
riculum being introduced. Additionally, pre-service teacher training
is only provided in England, with a majority of other locations hav-
ing this as an optional study elective at this stage.

Findings from the Working Group responses categorise the CS
curricula into three broad types: those with a state plan for CS in

place, those with no state plan for CS in place and those whose CS
state plan is in development. CS guidance for those with a state
plan was either through standalone delivery or embedded across
disciplines. All teachers have flexibility of implementation within
their state plan curricula. They all have the opportunity to plan
delivery of lessons and choose resources. Lesson structure, delivery
and content is not prescribed.

All of the countries, except the US, cover some aspect of the CS
concepts presented in Table 6.Within the US, we can see that Illinois
does not cover any of the concepts explicitly but Colorado does. In
four out of the nine countries/states with a K-6 national/ plan, all
cover "Computational Thinking", "Algorithms and Programming"
and "Impact of Computing". In the seven countries/states with a
state plan for students Year 7 onwards, curriculum concepts include
"Computational Thinking", "Computer Systems", "Networks and
Internets", "Data and Analysis", "Algorithms and Programming" and
"Impact of Computing".

We observe that in Table 9 some countries have defined pro-
gramming languages that are to be taught at specific year levels
and others have not. Australia, England, Italy and Scotland have
all defined programming languages from primary years of school-
ing. Programming Languages for those countries/states with a na-
tional/state plan use Visual Programming through K-6. From Year
7 onwards, General Purpose Programming is used, moving to OOP
in later grades.

6.2 Enacted Curriculum Observations
Due to the small sample size of this pilot study and the newness
of K-12 CS education, we aggregate the reporting of teacher de-
mographics and descriptives as a model for exploring this data.
However, we acknowledge that teacher preparation, expectations,
and experiences in CS varies across across grade bands (i.e., primary,
middle years, and secondary) may impact on enacted CS curricu-
lum. Survey administrators can choose to break up the reporting
of grade bands. Future research using the survey will investigate
results across these grade bands for more useful and detailed re-
porting.

Tables 16, 17, 18, 19 provide insight from the survey on what
teachers’ enacted curriculum looks like across countries, includ-
ing what they are using to teach CS, what resources they perceive
is needed to teach CS, who they are teaching, and what they are
teaching. For instance, all seven countries were similar in that the
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most commonworkplace equipment teachers used to teach CS were
desktop (n=183) and laptop (n=128) computers, with smart phones
being the least utilised, if at all (see Table 16). Although Table 17
shows the two most commonly selected needed resources across
countries were classroom lesson resources (n=136) and professional
development (n=124), looking more closely at individual countries
responses illustrates a wide array of contexts. For example, teachers
in England and Scotland selected wanting more CS-specific tech-
nology (n=30 and n=14) more often than other resources, compared
to Malta who selected non-CS specific technology equipment as
their most common needed resource.

Across the countries, the most common areas of expertise teach-
ers selected were computer science (n=180) and ICT (n=111), fol-
lowed by Math and numeracy (n=66) (see Table 15). Some teachers
stating that they did not teach CS may actually teach aspects of
CS. Possibly, the courses they teach are called STEM, robotics, or
something else, but they include aspects of programming and com-
putational thinking into their course.

The levels teachers are instructing are also important to con-
sider when looking at teacher pedagogy and what occurs within
the classroom, as well as when making comparisons to intended
curriculum, since it often varies depending on the level and/or age
range of students. Across countries, lower secondary (13-15 years
old) (n=156) and secondary (16-17 years old) (n=150) teaching year
levels were the two most common selections (see Table 18) in our
pilot survey. In contrast, more respondents from Australia work
with upper primary (11-12 years old) while Italy had more teachers
working with secondary and senior secondary (18-19 years old)
levels.

The variety in student levels also helps to explain the breadth
visible in the content taught (see table 19). Across countries, pro-
gramming skills and concepts (n=219) and algorithms (n=204) were
the most frequent CS content being taught by teachers whereas
machine learning (n=46) and artificial intelligence (n=67) were the
least commonly taught (see Table 19), reflecting some of the sim-
ilarities in the intended curriculum across these seven countries.
There are some differences in enacted curriculum across countries,
for example, robotics, which is taught by a higher percentage of
teachers in US and Australia than other countries. Moving forward,
we anticipate that breaking down the content taught by each coun-
try and comparing it to the intended curriculum there can highlight
how teachers are enacting and perceiving the intended curriculum,
and provide some focus for future resource development. Further
analysis and filtering of the data by year level may provide addi-
tional insights into the enacted curriculum, as well as offering a
way to make connections to each country’s intended curriculum.

7 EVIDENCE OF RELIABILITY AND VALIDITY
Many of the survey items are designed to gather descriptive data
(questions 2-45, 48-53), while two are designed to measure specific
constructs (46, 47). As we considered how to gather evidence of re-
liability and validity of the instrument in its entirety, we considered
the different types of data collected and how to best measure it.

7.1 Measuring the Instrument for Reliability
Reliable instruments yield the same (or statistically significant
"same") results each time they are taken. To be as comprehensive
as possible with measuring the reliability of the instrument, we
selected the following three tests that would be appropriate for this
instrument:

• Internal consistency reliability,
• Inter-rater reliability, and
• Test-retest reliability.

7.1.1 Internal consistency. For all questions that are designed to
measure a single construct (#46-Motivation, #47-Self-Esteem and
Confidence), Cronbach’s α (alpha) can be used to measure their
internal consistency [29, 30]. In order to state that these constructs
(or factors) are reliable, a Cronbach’s α of 0.80 or higher indicates
good reliability and a Cronbach’s α of 0.70 or higher indicates
acceptable reliability [30]. Items that contribute to a lower reliability
can be examined and dropped as appropriate.

Motivation. The Motivation construct (Question #46 in the Pilot
Survey) is designed to capture what motivates teachers to select
particular programming environments and languages to use with
their students. It uses a 5-point Likert scale (Strongly Agree to
Strongly Disagree) to capture this across the 11 items that are part
of this construct. We coded Strongly Agree as 1, Agree as 2, Neutral
as 3, Disagree as 4, and Strongly Disagree as 5. We also removed the
"Other" item since it was not evaluated on a Likert scale. When we
conducted Cronbach’s α on this construct, wemeasured Cronbach’s
α to be 0.78.

Though this is somewhat lower than what we would like, it still
is within the acceptable range. Due to our limited time and scope,
we did not analyse this any further. However, we recommend that
if someone utilizes this survey, they consider performing a factor
analysis to determine if dropping one or more of the items in the
construct would improve its reliability.

Self-esteem. The Self-Esteem construct is based on the items in
the Bergin Self-Esteem survey as discussed in Section 5.2.2 [14, 87].
Bergin’s self-esteem survey was developed and validated over 14
years, in multiple studies [88, 89, 91]. The Bergin self-esteem sur-
vey was based on the Rosenberg self-esteem questionnaire, but
modified to reflect a student’s perception of their programming
ability [94]. Cronbach’s α values were compared to investigate if
the Bergin self-esteem questionnaire had an equivalent or greater
internal consistency than the Rosenberg self-esteem questionnaire.
The Cronbach’s α values for the unmodified Rosenberg self-esteem
questionnaire were in the range of 0.82 to 0.88 and for the modified
Bergin questionnaire, the alpha value was 0.91. When we conducted
Cronbach’s α on this construct with teachers, we measured Cron-
bach’s α to be 0.89, which indicates good reliability.

7.1.2 Inter-rater reliability. Some questions in the pilot survey
require coding the portion of each question that contain an "Other"
response with a textbox (Questions 4, 5, 9, 15, 18-21, 26-36, 38-
46, 48, 49, and 51 on the pilot survey). For the pilot survey, we
presented a number of these textboxes in order to determine if
we were presenting adequate options in the selections for each.
Instead of conducting a formal coding process for these textboxes,
we chose instead to do a keyword count. This decision was made
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Table 15: Frequency of teachers with other core subject area teaching expertise by country

Country English,
Literacy

Math,
Numer-
acy

Computer
Science

ICT Design
and
Tech-
nology

The
Arts

Languages Sciences Physical
Educa-
tion &
Health

All
areas

US 12 47 85 30 31 5 4 15 4 15
England 1 46 38 1 3 2 3
Italy 1 5 13 7 2 1 2 3 2
Ireland 9 13 11 2 1 5
Scotland 1 18 15 1 2
Australia 2 3 3 6 2 1 1 3 10
Malta 2 4 2
Total 15 66 180 111 36 8 10 25 5 39

Table 16: Frequency of reported classroom equipment usage
by country

Country Laptop Desktop Tablet Smart Phone
US 64 78 38 16
England 17 44 15 2
Italy 10 15 6 6
Ireland 12 17 8 4
Scotland 11 18 5 3
Australia 11 6 10
Malta 3 5
Total 128 183 82 31

based on the fact that there were no more than 10-15% of open
responses for each of these questions and with the small number
of responses for each, coding did not seem an appropriate way to
present their results. For future versions of the survey, if more than
one researcher codes these answers, inter-rater reliability should
be checked with the goal of achieving a consistency at or above
90% [26, 74, 109].

7.1.3 Test-retest reliability. The test-retest reliability measure
provides confidence that if given the same survey instrument at
different times, participants will answer the items the same [109].
For example, if we were to conduct our survey March 1 through
March 14 and then send the survey to the same participants on
April 1 (with the second survey perhaps ending on April 14), the
aggregated results would be statistically the same for each question.

Given the fact that our initial survey was a pilot study, we did not
measure test-retest reliability. However, we would advise those who
choose to use the evaluation instrument in the future to consider
testing for reliability using the test-retest reliability measure. We
recommend using the Pearson Correlation Coefficient, with the
goal of achieving 0.70 or above.

7.2 Measuring the Instrument for Validity
Measuring the validity of instruments helps determine to what
extent it measures what it was developed to measure. For measuring
validity for this instrument, we selected four tests that would be
appropriate for this instrument:

• Construct Validity (measured by Face Validity and Concur-
rent Validity),

• Population Validity, and
• Sampling Validity.

Each of these measures are described below.

7.2.1 Construct validity. Construct validity can be measured for
actual constructs with an instrument, with we have two (motivation
(Q46 in Pilot Survey) and self-esteem (Q47 in Pilot Survey)). Accord-
ing to Westen and Rosenthal, construct validity is "...an estimate
of the extent to which variance in the measure reflects variance in
the underlying construct." [120, p. 609]. We use Drost’s definition
of Construct Validity and choose one Translational measure (Face
Validity) and one Criterion-Related Validity measure (Concurrent
Validity) to provide evidence of construct validity [42]. Each of
these are described below.

Face validity. Face validity determines whether or not the in-
strument appears to measure what it is intended to measure [109].
For the pilot survey (see Appendix A), gathering evidence for face
validity consisted of a construction of the items in the instrument
through its careful development by the ten researchers (as dis-
cussed in Section 5.2.2), all of whom have experience constructing
instruments within the context of CS education. Each researcher
reviewed the entire instrument more than once, offering construc-
tive critiques of questions and items within each question. When
needed, additional discussion was held about the particular items
and questions. The pilot survey went through a continual set of
revisions based on this input before it was finalized and launched.

After the pilot survey was launched and the data was analysed,
we reviewed the entire survey question by question to critically
analyse each and determine if they should remain in the survey, be
modified, or be removed. This was performed by the entireWorking
Group (all ten researchers) and is discussed in detail in Section 8.

We also recommend that face validity should be conducted on
any future versions of the instrument. We recommend that the
instrument be evaluated by others who are not authors on this
paper (part of the original team) but by six to eight other experts
in educational research (with a minimum of one from each country
in which the study will be conducted). Face validity should be
conducted prior to the release of the survey, and feedback provided
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Table 17: Frequency of teachers reporting needed resources by country.

Country Non-CS
specific
technology
equipment

CS-
specific
technol-
ogy

Improved
technology
infrastruc-
ture

Professional
develop-
ment

Classroom
lesson re-
sources

CS Pro-
fessional
Mentor

School
collabo-
ration

Support
for class-
room
research

US 26 52 29 52 62 35 43 29
England 13 30 16 27 24 18 20 24
Italy 4 6 6 10 7 6 7 6
Ireland 5 8 6 13 14 10 9 5
Scotland 8 14 12 10 13 3 7 3
Australia 1 4 5 10 13 7 5 6
Malta 4 2 3 2 3 2 1 3
Total 61 116 77 124 136 81 92 76

Table 18: Frequency of teachers teaching at year level bands by country.

Country Pre-
primary
(3-5 years
old)

Junior Pri-
mary (6-7
years old)

Primary
(8-10 years
old)

Upper Pri-
mary (11-12
years old)

Lower
Secondary
(13-15 years
old)

Secondary
(16-17 years
old)

Senior
Secondary
(18-19 years
old)

US 5 15 17 36 76 70 56
England 5 10 12 33 38 36 27
Italy 1 2 4 2 8 14 13
Ireland 2 5 7 13 13 8
Scotland 1 1 2 9 16 15 6
Australia 3 6 9 12 3 1
Malta 2 2 2 1 1
Total 15 38 49 101 156 150 111

Table 19: Frequency of teachers reporting content taught by country.

Country Pr
og

ra
m
m
in
g
sk
ill
sa

nd
co
nc
ep
ts

A
lg
or
ith

m
s

Cy
be
rs
e c
ur
ity

Ro
bo

tic
s

A
rt
ifi
ci
al
In
te
lli
ge
nc
e

M
ac
hi
ne

Le
ar
ni
ng

N
et
w
or
ks

an
d
D
ig
ita

lS
ys
te
m
s

In
fo
rm

at
io
n
Sy

st
em

s

W
eb

Sy
st
em

s

H
ar
dw

ar
e

Et
hi
cs

D
at
a
r e
pr
es
en
ta
tio

n

Pr
iv
ac
y

D
at
ab
as
es

D
at
a
an
al
ys
is
an
d
vi
su
al
is
at
io
n

Co
m
pu

ta
tio

na
lT

hi
nk

in
g

D
es
ig
n
pr
oc
es
s(
or

D
es
ig
n
Th

in
ki
ng

)

US 100 94 66 54 34 24 52 40 44 70 86 78 74 31 50 83 83
England 52 52 43 17 23 12 47 30 32 47 46 46 40 37 23 50 28
Italy 16 14 7 8 2 1 8 6 10 11 7 9 8 9 5 9 4
Ireland 19 13 3 8 6 5 3 4 7 13 11 10 8 8 5 13 11
Scotland 18 18 13 2 1 2 7 13 17 17 10 18 11 16 2 16 10
Australia 11 11 10 11 1 1 9 7 5 4 4 8 9 2 4 8 12
Malta 3 2 1 3 1 1 2 1 3 2 1 1 1 1
Total 219 204 143 103 67 46 127 102 116 165 164 171 151 104 89 180 149
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by these experts should be carefully considered and incorporated
into the survey as appropriate.

Concurrent validity. We set out to determine concurrent validity–
that is, to compare the results of these responses (like Cronbach’s α
or other psychometric data) against results of existing instruments
previously studied that also measure similar items. We selectively
chose two of the constructs to compare against other data to de-
termine if the results from these questions align with results from
other similar data.

For the self-esteem construct (Question #47), this set of ten ques-
tions came directly from the 2006 Bergin Survey instrument [14].
This survey was adapted by Bergin from the [93] self-esteem scale
to be contextualised in the programming context. The adapted in-
strument has found to be used in several previous studies examining
CS students’ self-esteem in programming with a Cronbach’s α of
0.89.

For the Motivation construct (Question #46), which was designed
to measure "strong driving motivations for why you select partic-
ular programming environments and languages to use with your
students", we were unable to find any instrument that measures
a similar construct for comparison. We believe these questions
were uniquely structured as described in Section 5.2.2 and further
analysis is planned on this portion of the instrument.

7.2.2 Population validity. Population validity is conducted to
determine the representation of the targeted sample population to
ensure its validity across various groups in the context of the analy-
sis being performed. Given that this study is intended to benchmark
enacted curriculum from the teacher perspective as well as various
demographic data, each of the following groups were examined:

• Countries being targeted (Question #4),
• School location (#6),
• Socio-economic levels (#7),
• Primary and secondary levels (#10), and
• Experience in teaching computing (#17).

Though we conducted population validity for the pilot survey,
this validity measure will in large extent be dependent upon the
context in which the instrument is being used. For example, if the
instrument will only be distributed to secondary school teachers,
the K-12 spectrum analysis would not be conducted–or it may be
conducted differently, taking into account the actual grade levels
being taught. Further analysis will be conducted here for the final
report (with reference to Table 20).

Number of teachers per country. For this validity measure, we
recommend that each country is represented by the number of
teachers in each country. Table 21 shows the total number of teach-
ers from each country as of 2018. We calculated the percentage
of teachers in each country and compared that to the study par-
ticipants and ran a goodness-of-fit test using Cramer’s V , which
resulted in χ2(6,N=196)=385.45, p < .0001, V=0.51. Given some of
the lower values, the Chi-squared approximation may be incorrect.
Therefore, though the result indicates a very significant result, and
there appears to be a significant relationship between the expected
respondents and the actual, this should be considered cautiously.
We also know that the expected proportions are not equal across
the categories, so Cramer’s V is difficult to interpret without further
analysis.

Since goodness-of-fit is significant, we conducted a post-hoc
analysis to determine the extent to which counts differ from the
expected proportions. Standardized residuals indicated that only
Australia was below the 1.96 threshold (residual value of 0.06),
indicating that it was the only countrywith adequate representation
(see Figure 2). Future administrations of the survey across countries
should look at these values carefully and adjust their sample sizes
accordingly.

Number of teachers. For the remaining population validity mea-
sures, for thoroughness we recommend analyzing teachers in each
country. Again, we use England as an exemplar, and run this analy-
sis on only this country. See Table 22. Testing for goodness-of-fit, we
find χ2(1,N=52)=17.626, p < .0001, V=0.58, indicating significance
with a large effect size.

Socio-economic Status. The SES for England is defined as the per-
centage of pupils that are eligible for free meals, while the number
of teachers reported whether or not they taught at a "disadvantaged
school". Given that these are two very distinct set of values, we
decided a comparison would not be appropriate. However, better
definitions of "disadvantaged" in the survey may lead to better
reporting and interpretation of results.

School Location. As we worked through the process of analyzing
representation across pupils in urban/rural locations in England,
we found that there were six classifications for 2018. Reported
numbers at the end of Key Stage 4 in England include: Urban - major
conurbation (36.3%), Urban - minor conurbation (3.5%), Urban - city
and town (43.6%), Rural ares - town and fringe (8.9%), Rural areas -
village (5.0%), and Rural areas - hamlet & isolated dwelling (2.8%).
For this analysis, we considered representation by labelling the
Urban - major and minor conurbation categories as "Metro" and
Urban - city and town as "Urban". Table 23 provides a summary.

Testing for goodness-of-fit, we find χ2(2,N=50)=18.291, p < .0001,
V=0.43, indicating a large effect size. Further analysis was con-
ducted to identify the standardized residuals and determine which
survey counts differed from the desired counts. Two (Rural and
Remote andMetro) had absolute values greater than 1.96, indicating
that they were underrepresented.

CS Teaching Experience. Although we planned on comparing
CS Teaching Experience results to national statistics in England,
there is currently no data in England on CS teaching experience.
Computing only came into the curriculum in England in 2014 and
only teachers of A level computing (16-18 year old students) will
have more than 5 years’ experience. Therefore, though we think
this is an important comparison to be made, we find that our survey
may be the benchmark data that others may use to compare in
future studies.

Looking at the distribution of the respondents in this category
shows that the majority of those responding fit in the 4-5 year
category, which may reflect the curriculum changes made in 2014.
We propose in future usage of the instrument that this data be
interpreted through the lens of the national curriculum. In the case
of England, we would suggest that additional efforts should be
made to include participants who have only taught computing for
1-3 years, in order to get a more representative view of enacted
curriculum from those just integrating CS into their curriculum.
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Table 20: Proposed Population Validity Measures.

Population Scope Measures
Primary/Secondary Spectrum Country Ratio based on number of primary and secondary teachers within each

country
Countries International Ratio based on number of teachers across each country
Disadvantaged/Socio-economic Status Country Ratio based on the number of disadvantaged schools within each country
School Location Country Ratio based on location of schools within each country
CS Teaching Experience Country Ratio based on cs teaching experience within each country

Figure 2: Expected versus Actual Responses across Countries

Table 21: Country Representation

Country # of Teachers % of Teachers # in Study % in Study
US 3,600,000 70.52% 115 47.1%
England 453,411 8.88% 52 21.3%
Italy 649,495 12.72% 20 8.2%
Ireland 66,327 1.30% 19 7.8%
Scotland 51,138 0.81% 18 1.00%
Australia 288,583 5.65% 14 5.7%
Malta 5,923 0.12% 6 2.5%

Table 22: Primary and Secondary Teacher Representation -
England

Level # of
Teachers

% of
Teachers

# in
Study

% in
Study

Primary 222,100 52.16 12 23.08%
Secondary 203,700 47.84 40 76.92%

Table 23: School Location Representation - England

School Location # of Teachers % of Teachers Target (Ac-
tual)

Rural and Remote 17 34.00% 16.6%
Metro 7 14.00% 39.8%
Urban 26 52.00% 43.6%

Table 24: CS Teaching Experience Representation - England

Teacher Experience # of Teachers % of Teachers
1 Year 3 5.77%
2-3 Years 3 5.77%
4-5 Years 20 38.46%
6-10 Years 14 26.92%
11-15 Years 8 15.38%
16+ years 4 7.69%
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7.2.3 Sampling validity. Prior to the pilot study, we reviewed
each question and each item to ensure that coverage of the array
of variables important to identifying the state of K-12 education
internationally was intentional and contained a variety of data. A
natural grouping formed, as represented in Table 2. The Working
Group leaders started with a small number of categories (or areas
to sample), including demographics, current work, qualifications,
student composition, and support and resources. As these were
opened to the entire group for questions and items to be added
to these groups, additional categories were added (assessment of
student learning, classroom practice, self-esteem and confidence,
and professional development). Based on our collective experiences
in CS education, we believe this is a strong sampling across the
board.

During the phase of determining the categories and survey items
to include in the teacher survey, it was decided by the group to
remove certain questions in order to shorten the survey while
maintaining a solid sampling across these categories. The following
questions were removed in the survey development process:

• Category 2 (Demographics): What is your ethnicity/race?
• Category 3 (Current work): Howmany years have you taught
a core computer science subject (AP Principles, etc)?

• Category 3 (Current work): In the last 12 months, approxi-
mately how many students did you teach CS or CT to?

• Category 3 (Current work): Do you lead student teams for
competitions?

• Category 5 (Student composition): Is CS a required course
at your school?

• Category 6 (Support and resources): Do you know of any out-
of-school computing or computer science activities/opportunities
in your area?

• Category 8 (Classroom practice): Do you combine CS instruc-
tion with other subjects?

• Category 8 (Classroom practice): Do you focus on teaching
thinking skills (problem-solving, creativity, decomposition,
generalization, hypothesizing, etc.)?

• Category 8 (Classroom practice): Identify the strengths and
weaknesses of your curriculum.

• Category 10 (PD): What can the research community do to
help sustain your motivation?

• Category 10 (PD): Previous experience in PD, including
whether it had a negative experience

• Category 10 (PD): What PD resources were used in the PD
that they attended?

• Category 10 (PD): What do you think is needed for you to
be effective in introducing CS into your discipline?

In addition, we removed the following constructs from the sur-
vey:

• General confidence
• Anxiety
• Motivation (intrinsic and extrinsic)
• Mindset
• Stress in the teaching profession

Though these constructs are valuable in assessing the state of
K-12 CS education in schools, they were deemed to not be as critical

in this initial international assessment and would add additional
time to take an already lengthy survey.

During the discussion of the pilot survey based on the analysis of
the data, we further refined the survey by reviewing the results and
determining if other questions were or were not needed. Further
discussion is contained in Section 8. However, what we discuss
here is results of our review within each category of questions to
determine completeness.

After reviewing Section 2 (demographics), we determined that
the teacher disability question could be optional based on the eval-
uators’ needs. We also determined that we did not capture whether
or not the teacher taught in their native language and determined
that a question concerning native language would be appropriate
in capturing this independent variable that may affect professional
development or other factors.

After reviewing Section 3 (current work), we discussed its com-
pleteness, and decided to remove questions 12 and 13 after serious
discussion on their relationship to CS academic achievement of
students.

For Section 4 (qualifications), we decided that a confidence ques-
tion, "do they feel they are confident in teaching?" belonged in the
self-esteem and Confidence category (Section 9).

For the remaining sections (Section 5 through 11), we concluded
that these categories were complete.

Upon the conclusion of the review of all of the questions, we
again addressed the question "Are there any major categories that
we excluded that should or could be included in the categories?" As
a group, we came to the conclusion that the survey was complete
and comprehensive in establishing benchmark data on enacted
curriculum (and support for it) from a teacher perspective.

8 TEACHER SURVEY REVISION
Following our pilot survey and our preliminary analysis and valida-
tion of the survey instrument, Working Group members collectively
undertook a comprehensive review of the survey instrument taking
into the pilot and validation and reliability findings, as well as by
conducting further critical analysis of the survey structure. The
following sections below discuss our survey revision review.

8.1 Survey Terminology and Language
During the analysis of the pilot survey and Working Group dis-
cussions, we clarified definitions and synonyms of common terms
referenced in the teacher survey. Keyword analysis of each sur-
vey item and open-ended responses revealed inconsistencies and
words or phrases that needed clarity either referencing synonyms
or providing specificity. Based on this, some of the following were
adapted: clarification around the term "remote" to include the elab-
oration "extremely rural" and that "curriculum" refers to "stan-
dards/frameworks". Changes were also made to terminology based
on focus group discussions, as covered below.

8.2 Survey Sections and Questions
As part of our evaluation, we analysed a breakdown of the survey
structure by looking at the number of sections and questions rep-
resented across the instrument (as seen in Table 2). We identified
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some sections contained larger potions of the survey’s total ques-
tions. As a number of participants exited the survey early, we were
interested in determining the point at which they left to potentially
target our attention at areas that may need revision. In Figure 3,
we present the frequency of participants (n=210 in total) and their
completion of the survey question ranges on the horizontal axis.
These 210 participants had made it past the first section of the sur-
vey but had dropped out of the survey at some point. Due to Survey
Monkey capturing data within page ranges, we can provide the
question range at which participants had no further data recorded,
indicating they had left. The frequency of participants presented
at each range in Figure 3 represents those who had responded to
questions within that section but who had left in the following sec-
tion of questions. The chart shows that a majority of participants
exited between questions 26-28 (Section 6: Support and Resourcing,
as seen in Table 2). This section contained the highest number of
survey questions (n=13, 24.5%), some with lengthy lists of items,
suggesting a need to review this section to determine if there are
questions that can be revised as well as a possible need to break the
section up. The graph also shows a number of participants made
it to the end of the survey, however, due to ethics reasons we had
excluded their data as they may have wished to exit the survey.
Future design of the survey will involve more accurately capturing
exit points as well as time taken to complete survey questions and
sections for more fine grained analysis.

Figure 3: Question completion bands.

As part of our focus group evaluation of the survey instrument
questions, we examined the survey questions that featured an
"other" option to determine if there were question items that had
not been considered but that should be included within the survey.
Based on this process some alterations to our revised survey had
been made, such as refining CS technologies used in the classroom
as identified by teachers and refinement and clarification of the list
of subject areas of expertise in question 15.

8.3 Working Group Evaluation
In this section we present the results of our Working Group evalua-
tion. As mentioned in section 5.6, the evaluation for survey revision
was operated as a focus group during the ITiCSE conference during
an afternoon block. Following this, the group went question-by-
question together to discuss whether to leave, remove or adapt

questions based on data from teacher responses and insights. In
the following, we discuss the working decisions and amendments
made to the survey sections (see Table 2 for the survey outline).

8.3.1 Overall Survey Structure. Because the average completion
time for the survey was 1 hour and 14 minutes with the final sam-
ple (n= 244), wherever possible we tried to eliminate, combine,
or simplify questions. The group agreed to eliminate questions
7,12,13,14,18,21,24,25,36, 38, 40 and 50. The group agreed to move
the "qualification" section to follow the demographic section. By
removing these questions and making our adjustments, described
below, we went from 53 to 46 questions and were able to reduce
Survey Monkey’s estimated completion time from 41 minutes to 30
minutes.

We discussed making all questions mandatory, or only requiring
some compulsory questions as in the pilot survey. The group de-
cided that in order to validate the survey in the future, all questions
should be mandatory.

8.3.2 Demographics. In question 6, we decided to combine ru-
ral/remote even though in Australia there are extreme rural loca-
tions. We also decided to combine the other/unsure category. In
question 8, we decided to rename the less than 25 option as 1 to 25
percent. We decided to eliminate the terminology in front of the
ages for each grade level band in question 10 because the termi-
nology is different from country to country. The group agreed to
leave question 11 about teacher disabilities as an optional question.
We reasoned that as CS teacher resources and professional develop-
ment advances, it will be important to make sure all teachers have
accessible resources. The group also decided to add a question to
find out if the school where the teacher works is a single-gender
or mixed-gender school. The group included a question asking re-
spondents what is their primary native language. Languages listed
are from the United Nations Official language list, including Arabic,
Chinese, English, French, Russian and Spanish. We also included
Maltese and Italian to take into account our cohort countries and
have provided an "other" option. The recommendation would be
for survey administrators to expand the list, as needed.

8.3.3 Current Work. Regarding current work, we agreed to keep
Question 14 asking about total years as a teacher but increase the
granularity of answers to less than 1 year, 1-4 years, 5-8 years, 9-12
years, 13-16 years and 17 years or more. The additional responses
teachers added in Question 15 helped us to identify the follow-
ing additional content areas to add: Humanities (Social Studies,
Civics); change English/Literacy to English Reading and Composi-
tion; change Languages to Foreign Languages/World Languages;
and change Design and Technology to Engineering and Design.
The group also decided to revisit Question 16 during the revision
process.

The group decided to change Question 17 to state: "How long
have you taught computer science concepts?" to capture the expe-
rience of teachers offering courses that include aspects of CS and
full CS courses.

8.3.4 Qualifications. In Question 19, the group decided to add
an additional option of "Other Teaching Certificate or Diploma". In
question 20, the group decided to remove the word qualification
from each answer and add "What other CS teaching qualifications or
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professional development have you completed?" with the following
options: CS professional development or Bootcamp and CS formal
qualification options (e.g. CS Bachelor).

In Question 22, the group decided to rephrase the question as
"Have you ever undertaken or participated in CS classroom re-
search?" with the answers: yes, no, unsure. We also decided to add
an item in the qualification section, ""I feel qualified to teach CS",
with the same seven-point Likert scale options as in question 47
(strongly disagree to strongly agree, in an effort to obtain more
information about teacher self-esteem related to preparation.

8.3.5 Student Composition. In the student composition section,
the group agreed to change English as a Second Language students
to Non-native English speakers and N/A to Unsure. In question 23,
the group agreed to revise the percentages for the answers which
were based on the TALIS survey [2] to 0%, 1-10%, 11-25%, 26-50%,
51-75%, and 76% or more.

The group discussed asking teachers for school demographics
such as the number of CS teachers and the total number of students
at the school, but did not come to a consensus and decided to revisit
school-based demographic questions.

8.3.6 Support and Resourcing. The group agreed to change the
category in question 27 from none to 0%, and add two categories,
STEM/ Makerspace and CS Suite/Lab. We decided to add the device
options, laptops, desktop computers, tablets, and smartphones to
the options in question 35.

The group decided to add (Standards/Framework) after the word
curriculum in question 29. In question 30, the group agreed to re-
move the words "external visit to" from the last two options; add
professional organisation to last option; and add Parent, Commu-
nity, Volunteer as another option.

Regarding question 31, the group chose to rephrase "how much
of your time do you spend using unplugged activities?" to be "how
much of your time spent teaching Computer Science is donewithout
computers?" with a percentage answer. The group also indicated
the need for a new question "How much of your classroom time do
you spend teaching computer science?".

In question 32, the group chose to add game design as a category,
change Web Systems to Web Dev/Web 2.0, and remove "explicitly"
from the computational thinking category.

The group decided to ask a question about computational think-
ing, although no previously validated questions could be found. A
question related to ascertain enacted computational thinking was
proposed: "Please check the cognitive and affective skills that you
teach: decomposition, generalization, sequencing, logic, abstrac-
tion, problem-solving, empathy, persistence, pattern recognition,
analyzing solutions, creativity, other."

In question 33, the group decided to add a network/community
category.

In question 34, the group decided the answers were too specific.
The group decided to change the answers to coding club, community
group, University/College Outreach, Competition/Challenges, and
Industry mentorship/experience, removing the Other option.

Regarding question 35, the group decided only ask teachers to
indicate which resources they use, and remove the requirement to
rank their top 3. We decided to remove the words "most commonly"
from the instructions. Question 35 would allow teachers to select as

many resources as they have used. The group decided to statistically
determine which resources teachers used the most instead of asking
teachers to take their time and rank the resources.

The group decided in Question 37 to remove the option to choose
the top 3 physical computing devices and merge the question into
35. The group decided the answers in question 37 were too specific
and they needed to be broader, such as robotics, programmable
cards (Raspberry Pi, Microbit), virtual reality devices, STEM kits,
and other). The group decided on moving question 35 up closer
to the beginning of the survey to hopefully capture these enacted
experiences early before exit.

8.3.7 Assessment of Student Learning. In question 39, the group
chose to remove descriptions, and change the introductory wording
to "commonly use", plus remove the Likert options and replace
with two columns, formative and summative. The group decided
to explore adding pop-up descriptions of terms with examples to
minimize reading time.

8.3.8 Classroom Practice. In regard to question 41, we agreed
to elaborate on our description of small group work to include
pair programming and related concepts. We agreed to combine
and re-structure questions 41, 42 and 43 to revisit categories for
granularity and relevance, as well as removing the requirement for
participants to address their top 3.

Further revisions to the descriptions in question 45, including
the ability to provide further information in hidden tip boxes were
agreed. In addition, it was agreed to simplify the scale to "none; a
little; a lot", and to remove the optional explanation section.

We are undertaking a further factor analysis of question 46 to
determine if we are able to combine or remove categories, in order
to simplify this question.

8.3.9 Self-Esteem. Originally, we had referred to this survey
section as "self-efficacy" but in our revised instrument, we clarified
that the construct is "self-esteem" to align with the use of the instru-
ment in prior work [13]. The group decided that in future work it
would be worthwhile to explore the addition of related self-esteem
sub-questions, beyond the scope of the Bergin scale[13], to further
explore self-esteem and related constructs, such as self-efficacy
[7], in relation to the teaching of CS concepts. There are several
instruments that have been created to measure explicit self-esteem
among students; however, instruments to measure self-esteem in
the context of CS are difficult to find, particularly for use with
teachers [37].

8.3.10 Professional Development. The Working Group agreed
to simplify the operation of these questions, using a combination
of simplified check-boxes and drop-down boxes, to record the pro-
fessional development activities that participants have undertaken
in the last 12 months, and to identify the key activity they would
like to participate in in the coming 12 months.

In this survey section, we have adopted questions from the TALIS
instrument [2]. While some concern was expressed around the com-
plexity of these questions, it was also identified that it was desirable
to retain these questions in a format that would aid comparison
across other TALIS surveys. The Working Group agreed to explore
analysis options and exemplars using TALIS to determine any pos-
sible options for simplification.

Working Group Report ITiCSE-WGR ’19, July 15–17, 2019, Aberdeen, Scotland Uk

136

Auth
or 

ve
rsi

on



9 DISCUSSION
The final sample of teachers who completed all survey questions
was sufficient for a pilot study but limited. The completed pilot
survey was represented the experience of 244 teachers in 7 coun-
tries that primarily use English as a native language. The majority,
115 teachers, came from 27 US states. Only 14 teachers completed
the survey from Australia and only 6 teachers from Malta. As we
offer the survey to additional countries, we will need to reevaluate
the item data to ensure the English matches local phrases and ter-
minology for common definitions. If the survey is translated into
other languages, it will need to be re-validated[4]. In this section
we discuss some key pilot study observations, share our lessons
learned during the project and suggest recommendations for future
use of the teacher survey instrument.

9.1 Pilot Study Curriculum Observations
Our presentation of pilot results provides a sample demonstration
of the insights that can be gathered from the country reports and
teacher survey instruments. Although working with a small sample
size and aggregated results across year bands for countries, we are
able to provide early observations around aspects on intended and
enacted curriculum descriptives.

In terms of intended curriculum, our results demonstrate how
contextual information gathered through the country report can
assist in making comparisons of schooling contexts and CS curricu-
lum requirements. We observe three broad type of CS curriculum
implementation that includes those with a state plan for CS in
place, those with no state plan for CS in place and those whose CS
state plan is in development. Additionally, we observe interesting
patterns across countries for curriculum requirements, such as CS
topics and programming languages, noting that some countries
have defined programming languages in their intended curriculum
that are to be taught at specific year levels and others have not.

In terms of enacted curriculum we observe what CS topics teach-
ers are implementing in the classroom, irrespective of their intended
curriculum. We identified that programming skills and concepts,
and algorithms were the most common CS content being taught,
with machine learning and artificial intelligence being less popular,
reflecting the intended curriculum. As [68] mentions, teachers are
the gatekeeper to CS education as they choose to interpret and/or
reject the intended curriculum. As CS becomes more mainstream
in schools and teachers move through phases of curriculum imple-
mentation, it will be interesting to determine if enacted CS content
diversifies and whether content taught more closely aligns with
intended curricula.

The survey also captures information about the equipment and
resources teachers use in the classroom for CS and their perceived
needs. Interestingly, the results highlight differences between coun-
tries, demonstrating the value of such comparisons and that a one-
size-fits-all approach may not work for making recommendations
about how to support teachers with CS curriculum. For example,
differences emerged in relation to teachers requesting CS-specific
technology in England and Scotland more than any other resource,
compared to Malta who identified needing non-CS specific technol-
ogy.

This report has highlighted some of the early observations via
descriptive reporting. However, the power of the instruments will
be realised in future analyses where we can align findings from the
intended and enacted curriculum, as has been demonstrated in a
recent publication of the work comparing teachers’ implementation
of programming languages and CS topics in comparison to intended
curriculum using the METRECC instrument [46]. Additionally, ex-
ploring differences in enacted curriculum according to year level
bands, in alignment with intended curriculum, will help strengthen
our understanding of what is happening in different classroom
contexts and required support for primary and secondary teachers.
The METRECC instrument not only captures country level reports
of intended curriculum, but also enacted curriculum directly from
teachers. Up until now enacted curriculum surveys have largely
focused on perceptions of what is happening in classrooms [35, 97]
or narrow areas of CS such as CT [72].

9.2 Lessons Learned
The analysis of the survey, and the pre-processing of the data high-
lighted several areas that could be improved or what the group
found as successful approaches. This may be of value, when consid-
ering future survey tools and the processing of the data set, opposed
to the survey instrument itself. This section aims to highlight points
that may be of value to the CS education community when consid-
ering an international benchmark study/survey, perhaps aimed at
K-12. While this may not be applicable in all cases, this Working
Group feel that they are of value to highlight, and are in order of
appearance and not importance.

9.2.1 Survey Testing/Local Pilot. While the survey was tested,
one finding was that some jurisdictions struggled with one or two
questions, where the Working Group representative reviewed the
survey. Perhaps this may have been a minority, but perhaps a sub-
test or pilot survey per jurisdiction would have proven useful.

9.2.2 Ethics Approval. The Working Group leaders sought and
were granted ethical approval or met requirements to conduct the
survey in their jurisdictions. The Working Group recommend that
an early investigation be conducted to determine if the process
could be coordinated across multiple jurisdictions (if at all possible),
and suggest that this would be worth preliminary investigation
prior to the individual effort.

9.2.3 Working Group Collaboration. The collaborative approach
taken worked very well for this Working Group. During the initial
survey design, any question that was validated from another study
was added to a referencing repository and collaborative documents
(in this case we used Mendeley and GSuite). This expedited the
work once the group met in person. Additionally, the use of a
real-time collaboration LaTeX environment (in this case, Overleaf)
enabledmembers to easily and concurrentlywork on the report. The
referencing repository also linked into the real time collaboration
tool, allowing real time updates of the the bibliography.

9.2.4 Closing the Survey Instrument. When the Working Group
closed the survey, the tool used to collect the data, allowed partic-
ipants to continue. This is not an issue, except when comparing
numbers of participants from our downloaded data and the data in
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the tool, they differed. Consideration of a cut-off and data download
time may be of value when working across multiple contexts and
time zones.

9.2.5 A Single Survey. This Working Group developed three
instruments as mentioned previously, one for Australia, one for
the US and one for International participants. There were very
minor differences between the surveys (for example, the landing
page and in the case of the US survey compared to the International
survey, it had an additional breakdown of state/region). This in itself
was not an issue or constraint, however, the tool used produced
three separate data-sets. This again was not inherently an issue, but
took considerable time to combine, while validating the combined
data-sets. A fork or conditional in the survey could have been more
efficient. This could be alleviated with a coordinated HREC approval
effort. A second, but again minor consideration, was that several
participants took a survey that was not their intended survey (from
a different region). This perhaps was due to the international profile
and reach of some of the Working Group members, where if they
promoted the survey, their reach would have included participants
from other intended survey jurisdictions. Perhaps if the surveys
contained some specific details (which was not the case in this
survey), this would have posed more of a problem.

9.2.6 Survey Early Exit. It was noted throughout the data pre-
processing that multiple participants exited the survey at varying
stages. A number of reasons may have caused this but one being
that a survey that takes an hour or more is too long for most people,
even when provided the option to only answer compulsory ques-
tions. Those who did complete the survey typically completed all
questions. Another issue was the way in which the survey collected
data, that meant that exiting the survey at any time would exclude
the participants’ data from being used in the survey collection. This
again is a valid method in survey "opt-out" implementation. The
tool that the Working Group used saved the data after a minimum
of one page was passed. This is one of the main reasons, why the
sample size reduced so rapidly. This is not an issue for cleaning the
data, but it does highlight that many participants started the survey
and exited without completing. This was perhaps a lost opportu-
nity. While the Working Group was able to examine what block
the participants exited the survey on, the question that they exited
on was not available. For instrument validation, this metric would
have had significant value, to focus efforts on particular questions,
that may have had a high exit rate. It is acknowledged that there
could also have been other reasons why participants exited, such as
time constraints, but this data could have had value in investigating
this.

An addition (which the tool this working used did not have
as a feature or was not easily implemented), which may have to
developed as a bespoke survey instrument, was capturing timing
between questions and questions blocks as outlined in Table 2. This
may also have had value for identifying questions that require
further investigation.

9.3 Recommendations for Future Use
The survey instrument can be used across different countries. In
order to be able to compare the differences between the prescribed

and enacted curriculum, the first step to using the survey instrument
would be to complete the country report template as described in
section 6.1. The country report is designed to capture the prescribed
curriculum in the country where the research will be conducted.

A researcher may choose to use different sections of the survey
rather than the complete instrument or apply it to subsets of the K-
12 population such as secondary school teachers. If this approach is
adopted then population validity (see Section 7.2.2) would need to be
conducted in order to determine the representation of the targeted
sample population to ensure its validity across these groups.

The survey might need to be translated to the native language of
the population it will be administered to. Face validity (see section
7.2.1) would need to be conducted by language speaker experts in
order to ensure that the translated survey remains valid.

10 FUTURE RESEARCH
In this Working Group report, we present a pilot survey instrument
that has evidence of validity to capture the enacted K-12 CS cur-
riculum across countries, with the addition of associated templates
to record intended curriculum in each country. There are a number
of avenues for future work that we are exploring as a group.

10.1 Enacted and Intended Curriculum
Our key area of interest in future work is to further explore the data
to answer our key research question: What are the similarities and
differences in K-12 teachers’ perspectives regarding their pedagogy,
practice, assessment, resources, and experiences? Once finalised,
we will conduct a further survey period within the context of the
countries represented by the Working Group members, to look at
alignment of enacted and intended curriculum country by country,
and the differences and similarities across countries and how these
change over time.

10.2 Self-Esteem and Motivation
The two constructs measured as part of this survey, self-esteem and
motivation, were only partially analysed as part of this working
group study. The time required to a full analysis on these constructs
was deemed beyond the scope of this part of the study. However,
we acknowledge that further analysis of this data can be conducted.
We include some of this future work here.

10.2.1 Self-Esteem. Previous work on exploring related con-
structs in self-efficacy (a closely related construct to self-esteem)
within CS K-12 curriculum has been conducted at individual coun-
try levels (e.g., Australia [115]). This was also highlighted in studies
mentioned in Section 7, but with CS students. The Self-Esteem
construct returned a Cronbach α of 0.89, compared to the previous
Bergin CS1 implementation [90], with an α of 0.91.

An interesting process outlined in the development of the Bergin
model was the reduction techniques applied to the self-esteem data
[14, 90]. Principle Component Analysis (PCA) was used to reduce
the Bergin Self-Esteem questions (there were ten within this ques-
tion) to one value which accounted for as much of the variance
in the multiple data points as possible [14, 87]. This would allow
for the comparison of Self-Esteem within the Working Group in-
strument with other factors/data points and additional external
data-sets (such as the Bergin CS1 study). Therefore, future work
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includes conducting the following studies:

• Correlate Self-esteem with multiple other data points within
this instrument, for example:
– Resources Used
– PD attended
– Demographics
– Country, and
– Grade Level.

• Compare and contrast teacher self-esteem with that of un-
dergraduate CS1 students.

10.2.2 Motivation for Selected Environment. TheMotivation con-
struct (question 46) for teacher selection of particular programming
environments and languages consisted of a set of items that were
curated by the Working Group prior to releasing the survey. This
construct would be interesting to study further and conduct a factor
analysis on it. Factor analysis could help determine if any questions
are redundant or contains multicollinearity with other questions
within this construct. The Cronbach α was 0.78, and perhaps with
factor analysis, this could be improved to a value greater than 0.8.
Future work could also conduct a a focus group with teachers, using
this construct to determine if there are other items that should be
added.

Similar to self-esteem, future work includes:

• Conducting a factor analysis on this construct to improve
internal reliability and further measure validity

• Correlate Motivation with multiple other data points within
this instrument, for example:
– PD attended
– CS Teaching Experience
– Demographics
– Country
– Grade Level
– Self-Esteem

10.3 Data and Further Analysis
Future data analysis, contains a multitude of directions. This can
vary from correlation analysis, to perhaps even prediction analysis.
In addition, the analysis can be within the data collected with this
instrument, or with external data, or a combination of both. Some
proposed examples could be as follows:

• Correlations and regression models of data points collected
in this instrument.

• Factor analysis of construct’s questions
• Demographic Analysis.
• Correlate student CS grades with national tests (such as AP
CS exams in the US, or local jurisdiction specific exams), with
the enacted curriculum statistical constructs and/or teacher
self-esteem ratings.

• A deeper analysis of country specific differences.
• Additional collection of Country Reports, and the analysis
of differences that exist between them.

• Analysis of intended curriculum, with the enacted curricu-
lum.

• Analysis of the enacted curriculum with teacher self-esteem,
and multiple other factors.

• Additional face validity (and the analysis) to be conducted
on the revised survey by sending the survey to 6-8 experts
that did not participate in the Working Group to get their
feedback.

With the dataset that has been captured there is a significant amount
of additional analysis that could be conducted. In addition, this is
a snapshot of the current state. As this instrument is in its pilot
phase, the following iteration of the instrument will capture ad-
ditional data. This will allow a further analysis to be conducted.
Coupled with this data, the Working Group envision this study to
be longitudinal, thus yearly snapshot data will also be collected.
This is another avenue to analyse the data, and will perhaps be of
value to the CS education community, for tracking changes over
time within the K-12 intended and enacted curriculum landscape.

11 CONCLUSIONS
This report describes a detailed collaborative international process
for the design, pilot and evaluation of an international survey in-
strument for Measuring Teacher Enacted Computing Curriculum
(the METRECC), in addition to an accompanying country overview
report for survey administrators.

We present preliminary pilot results that demonstrate similarities
and differences in intended and enacted curriculum implementation
across seven countries with 244 teacher participants from seven
countries. Early analysis reveals similarities between the intended
curricular of countries with a state plan, but differences in the
enacted curricular, for example in the area of robotics where there
are differences between classroom practice across countries in our
study. The variation in the years taught by teachers from different
countries has also meant that, given the sample size, only limited
meaningful comparisons can be identified at this stage. However
as we continue to use the survey instrument, more finely grained
findings are expected to emerge.

This report documents a process for checking the survey for
evidence of validity and reliability, with recommendations for future
survey administers and those interested in expanding the survey
for their own contexts. Through our analysis we demonstrate that
the survey has evidence of validity and reliability, however, we
present a revised version of the METRECC based on our focus
group evaluation that was based on a combination of results from
the pilot survey, evidence of validity and reliability, instrument
question item analysis and participant exit points. Despite research
having found teachers to report reasonably accurately in surveys
about classroom practice and student behaviour [25], there are
recognised nuances associated with self-report measures [55]. As
recommended by researchers [20, 21, 25, 85] there is a need for
future work to investigate further evidence of reliability and validity
with survey instruments in combination with the collection and
comparison of alternative data sources, such as teacher observation
studies, teacher logs and examples of student work. It would be
worth comparing teachers‘ self-reported enacted curriculum with
observations of classroom practice to determine how closely they
align.
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A limitation of this report is that, although the sample size is
sufficient for a pilot analysis, it is based on a small sample size
in total as well as small sample sizes within each country. How-
ever, the primary focus of this Working Group was to focus on the
development of a robust survey instrument. This report presents
the descriptive results of the pilot survey, however, further work
is required to analyse the dataset in more detail. Future work of
the Working Group will involve re-launching the revised survey to
capture larger quantities of data and to re-check altered questions
for evidence of validity and reliability. With a larger dataset, the
group will be able to interrogate the data in more detail to deter-
mine factors that impact on enacted CS curriculum in schools. With
the availability of the study instruments as open source, there are
opportunities for researchers to continue to develop, refine and
evaluate the survey for more countries.
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Appendices

A PILOT STUDY MATERIALS
We have provided information about the METRECC instrument
and have made the following items publicly available at https://
csedresearch.org/tool/?id=185:

• a downloadable PDF of our original pilot METRECC survey
• a downloadable PDF of our revised METRECC survey
• our country report template
• our pilot dataset (n=244, with participant approval)
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