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dW5S Quickly about me

Sergey Kurson
Solutions Architect, AWS 4
kursonsk@amazon.com
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Agenda

General concepts

Solution demo

What is Cloudwatch today?

Metrics and monitoring tools on AWS today with demo
What is observability

Observability tools on AWS today with demo

O
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dW5S Observability matters because ...
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Visibility Real-time
troubleshooting

Operational
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dWs$S Monitoring must evolve
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dWS  What Goes Into an Observability Plan?

Knowledge

Information Telemetry

System Architecture Insights Insight
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Actions
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dW$S App example: Monitoring and Observability
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dWS  App example architecture
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Solution demo
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What is Cloudwatch today?
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Amazon
Cl_OwaatCh Highly scalable

Single solution for

metrics and logs
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defaults
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automation
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Amazon CloudWatch
Complete visibility into
your cloud resources and
applications

How it works

™Na=r
148,

Collect
Metric and logs from all
your AWS resources,
applications, and services
that run on AWS and

on-premises servers

Iy

Monitor
Visualize applications and
infrastructure with
CloudWatch dashboards;
correlate logs and metrics
side by side to
troubleshoot and set
alerts with CloudWatch
Alarms
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Act
Automate response to
operational changes with
CloudWatch Events and
Auto Scaling

S

Analyze
Up to 1-second metrics,
extended data retention
(15 months), and
real-time analysis with
CloudWatch Metric Math

Application
Monitoring

System-wide
Visibility

Resource
Optimization

Unified

Operational
Health




dWS Interacting with Amazon Cloudwatch

ISVs using CloudWatch

s i/ dynatrace
splunk>

AWS Management Console @

wes  @SUMOIOQIC
papertrail

AWS CLI $) pagerduw/

Amazon CloudWatch API

O %>

[E] Aws sDks st VitorOps
& CloudHeslfy

cloudability

Technologies
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Collect
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dWS Collecting via Cloudwatch Agent

n n: {
"aggregation_dimensions": [ ["AutoScalingGroupName", "Instanceld"], ["AutoScalingGroupName"] ],
"append_dimensions": { "Instanceld": "${aws:Instanceld}”, "AutoScalingGroupName": "${aws:AutoScalingGroupName}" },

"metrics_collected": {
" ": { "measurement": ["mem_used", "mem_cached", "mem_used_percent", "mem_available_percent"] },

non

" " { "measurement": ["running", "sleeping", "dead"] },
" ": {"resources": ["/"], "measurement": ["free", "used_percent"] },

Ik

"namespace": "live-broadcast-red-button-linkmanager-api"

" Il: {
"logs_collected": {
"files": {
"collect_Llist": [{
“ ": "/var/log/broadcast-red-button-linkmanager-api/output.log",

" ": "live-broadcast-red-button-linkmanager-api-infrastructure-ApplicationLog-JBFGOWKDFOES",
" ": "{instance_id}-{ip_address}-output.log"

i
}
L

"log_stream_name": "{instance_id}-{hostname}"
1
" ": { "logfile": "/var/log/amazon-cloudwatch-agent/amazon-cloudwatch-agent.log”, "
}
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dWS Firelens

=

Task Role
Credentials
Logs from Fluent ’ cl:-':‘;v;::‘ch
| I | | | I I Logger Libraries | |ﬁ| |
TCcp }
Socket v
Application FireLens Container - Fluentd o
or Fluent Bit Kinesis Data
Firehose
Fluentd Unix
Docker Domain
Logging Socket
Driver ¥
Docker Daemon
splunk> sumologic

DATADOG

Source: https://aws.amazon.com/blogs/containers/under-the-hood-firelens-for-amazon-ecs-tasks/
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https://aws.amazon.com/blogs/containers/under-the-hood-firelens-for-amazon-ecs-tasks/

dWS Firelens: Interface

Collect EC2/ECS/EKS

"logConfiguration": {
“logDriver":" "
"options": {

"apiKey": "<API_KEY>",
}
"secretOptions": [{ "name": "apiKey",
"valueFrom": "arn:aws:secretsmanager:region:aws_account_id:secret:secret_name-AbCdEf" }]

"essential":true,
"image":"amazon/aws-for-fluent-bit:latest",
"name":"log_router",

"firelensConfiguration":{ "type":"fluentbit", "options":{ "enable-ecs-log-metadata":"true" } }

}
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dWS How to consolidate?

v?
[ » Logs < > Logs
app-container

Imagepull = = = = o e Fluent Bit
DaemonSet
Metrics (EMF)
Amazon ECS CloudWatch agent

e

'{\ cr@g,

Collect ECS/EKS

Amazon Athena

!

4

—

@ K
@ @ Cloudwatch .
Amazon Elastic Metrics (EMF) -
Container Registry e ==
(Amazon ECR) Amazon EKS CloudWatch agent &
Amazon Kinesis
| » Logs < > Data Firehose
app-container Logs
Image pull == === = e e o Dl;l:fnr:nlezt
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dWS Embedded Metric Format (EMF)

Embedded Metric Format that can send properties with metric values is
now available in CloudWatch Logs

When sending log data to CloudWatch Logs with EMF (JSON), custom
metrics are issued and graphed

You can query collected logs with CloudWatch Logs Insights and graph
and analyze the properties affecting them in Contributor Insights

Output EMF format log with your own code, or easily output with
Python / Node.js EMF library or CloudWatch Agent

ametric_sco

jef my_hand

metrics.

Python logging example metrics.

metrics.

metrics

metrics.

© 2020, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

f\\eéﬁp

@
g~ o=

Collect EC2/ECS/EKS

{
ws": {
Timestamg 74109732004,
CloudWa =
{
Names e": "lambda-function-metrics”,
Dimer ns": [["functionVersion"]],
Mot -
e :
{
1 : "time",
| t“: "Milliseconds"”
}
]
}
]
},
f n": "SLATEST",
i": "989ffbf8-9ace-4817-a57c-e4dd734019%¢ee"
}
EMF log example
pe
ler(metrics):
put_dimensions({"Foo": "Bar"})

put_metric("ProcessingLatency", 100, "Milliseconds")
set_property("AccountId", "123456789012")
.set_property("RequestId", "422b1569-16f6-4a03")
set_property("DevicelId", "61270781-cbac-46f1")

n {"message": "Hello!"}
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dWS Collecting metrics from log extraction
\_/7

Filter Name: live-broadcast-monitoring-backend- Create Alarm " Q

metrics-
FilterAbstractorinputProcessingTime-
9VKBTZAGJ4UP

Filter Pattern: { $.times.absInPut = *}

Metric: BBC/Red Button/Monitoring Backend/e2emon / live-

E2emonAbstractorinputTime

Metric Value: $.times.absinPut

Default Value: none

Filter Name: live-broadcast-monitoring-backend- Create Alarm ¢ €)

metrics-FilterDCABProcessingTime-
LMT9LC2DMO6L

Filter Pattern: { $.times.Liberate = *}

Metric: BBC/Red Button/Monitoring Backend/e2emon / live-

E2emonDCABTIme f

Metric Value: $.times.Liberate

Default Value: none
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dWS Monitoring view — typical day

Broadcast End to End Monitor Dashboard

ABTaxt Abstractor - Time 10 Process ransaction (seconds)

FSAT - Time taken for update 10 reach Drosdcast playout (secor
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Time taken for update 10 reach broadcast playout (seconds)

me taker

for update to reach $3 detribution bucket (seconds)

Monitor
Dashboards



dWS Anomaly detection L2
N et

| h
Clouchieto Untitled graph th 3h 12h 1d 3d 1w custom =  Line v Atlons T <+ @
Dashboards <
Alarms Count
062
Billing 573
Logs
Lo?g ¥ 483
Insights 09:00 09:15 09:30 09:45 10:00 10118 10:30 10:45 100 "8 1230 1148 1200
Metrics @ NotworkPacketsin @4 NetworkPacketsin (expected)
Events
Rules All metrics Graphed metrics (2) Graph options Source
Event Buses
ServicelLens Math expression v @ Dynamic labels v Statistic: Average v Period: 5 Minutes v Remove all
Service Map
v id Label Details Statistic Period Y Axis Actions
Traces
Container Insights v B m1 * NetworkPacketsin EC2 * NetworkPacketsin * AutoScalingGroupName: aws... Average 5 Minutes . > L@ 0
Resources v @ ad1  NetworkPacketsin (expect... ANOMALY_DETECTION_BAND{m1, 2) Estmocel ©
Performance Monitorinag
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dWS Automate response with CloudWatch Events b

Act
Alerts
CloudWatch Events provides a near real-time stream of Rules > ChangelnstanceSize Actions -
system events that describe changes to your AWS Summary
resources. ARN O amawseventseu-west-1:180304385487 rule/ChangelinstanceSize
Schedule (

. Next 10 Trigger
* Respond quickly Dateds)
» Take corrective action
Write rules to indicate which events are of interest to
your application and what automated actions to take — e
when a rule matches an event. I

Monitoring w m h
* Invoke a Lambda Function Targets
* Notify an SNS Topic Finer:
* Create an Ops Item in Systems Manager Type Name Input
SSM Automation ChangeinstanceSize (version SOEFAULT) Constant: ("Instanceld"{"-0cbO104ddt22;
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AdWS pest practices

Log sampling
Frequent log rotation
Keep the application log free of spam

Rate-limit an application log's error spam
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Solution Demo 2 - metrics



dWS Key takeaways

Collect everything with ease (logs, containers, managed
services)

Use embedded metric format
Use self-learning metric behavior

Automate monitoring

© 2020, Amazon Web Services, Inc. or its Affiliates. All rights reserved.
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Break and Q&A
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Observability on AWS



AWS  Observa bility

Monitoring

Observability Unexpected
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dWs$S Observability is the goal
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Logs

Observability

i\@ @ )/\’@Lo

Metrics
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dWs$S Observability is the goal
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2

Amazon
CloudWatch Logs

AWS Observability
Tools

& QY &

Amazon
CloudWatch Metrics

AWS X-Ray
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AdWS  Breadth and depth observability tools
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Collect Monitor

Cross-Account,
Cross-Region
Dashboards

Embedded
Metric
Format

Metric Filters

StatsD &
CollectD

AWS
PrivateLink

Automatic

Dashboards
Metric Math

SQS & SNS add
support for X-
Ray
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dWsS ServicelLens

&

Fully managed solution that helps customers visualize and analyze the health,
performance, and availability of their distributed applications in a single place.

Service map
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dWS  senvicelens (1/2) Service Map

Service map 2019-12-13 93,0000 2091295090000 B Map view Uint view

View (anmections @ . Requests mode v

v Mag legend

e 60 3.9/ 0.0/ . .

>

v xray-sample.fvamB6yesS.us-east-1.elasticheanstalk.com

EC2 Instance

View traces View daahbasrd

W owE &o) Larency lavgh GOms R 591 /min Fauins 0.00/min
Latency Requests Faults (Sacx

-‘! ' *' s anans d Mo alerty

A (s 1

© 2020, Amazon Web Services, Inc. or its Affiliates. All rights reserved.



dWS  senicelens 2/2) Traces
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dWS  Container Insights (1/2

CloudWatch: Container Insights

CPU Utilization

Container Instance Count

Clusters

Guster

© open proview of Contaires

Memory Utilization

Task Count

Avg CPU (%)

Time range 1h 3

Network

Service Count

Aarm st
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dAWS Container Insights (2/2). Load test.

EKS Clusters v eks-default-cluster v
CPU Utilization Memory Utilization Network

Percent Percent Bytes/Second

946 238 791M

a

473 19 J]_,)" 3.96M
b Lkt
) J'l'k- 0 6.75k U'-
1000 16:00

6 10:00 16:00 10:00 16:00

@ cks-default-cluster @ cis-default-cluster

@ node_network_total_bytes

Cluster Failures Disk Utilization Number of Nodes
Count Percent Count
3 603 10
15 37.5 6 H
0 147 2 |—
10:00 16:00 10:00 16:00

10:00 16:00
@ cluster_failed_node_count @ node_filesystem_utilization @ cluster_node_count
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dWS  (loudwatch logs insights
N

Jaws[containerinsights/eks-default-cluster/application X Clear

flelds Stimestamp, Slog, SlogStream, Smessoge
filter ispresent(kubernetes.contciner_name) ond kubernetes.container_nome like /dns-tester/ and log like /DNS Timeout/

o [

Logs Visualization Export results Vv Add to dashboard
Showing 1000 of 58,418 records matched © Hide histogram
68,548 records (66.2 MB) scanned in 4.5s @ 15,290 records/s (14.8 MB/s)

800

600

400

20

" 128 1254 1288 1256 1287 1288 12:56 01 PM 01:01 01:02

’ Stimestaomp #log #logStream
Q: 2020-05-08T13:02:29... 447948760339: /aws/containerinsights/eks-defoult-cluster/opplicat. dns-tester-6b676bAb%d-pa2c7_ defoult dns-tester
Q:2 2020-05-08T13:02:29.. 447948760339 /ans/containerinsights/eks-defoult-cluster/opplicot. dns-tester-6b676b4b9d-2zwkv2 defoult_dns-tester-
Q:3 2020-05-08T13:02:29...  447948760339: /awns/containerinsights/eks-defoult-cluster/opplicat. dns-tester-6b676b4b%d-pgzfw_defoult_dns-tester
Q- 2020-05-08T13:02:29.. 447948760339 /ans/containerinsights/eks-default-cluster/opplicot. dns-tester-6b676b4b9d-gfxew defoult dns-tester
Qs 2000-05-08T13:02: 9. 447948760339 /ans/containerinsights/eks-default-cluster/opplicat. dns-tester-6b676b4b0d-ndfhq defoult_dns-tester
Qe 2020-05-08T13:02:29...  4A7948760339: /aws/containerinsights/eks-defoult-cluster/opplicat. dns-tester-6b676bAbOd-qkIxt _defoult dns-tester
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Solution Demo 3 - Observability



dWS Best practices for observability

Log the availability and latency of all of dependencies.

Log a trace ID and propagate it in backend calls

Log different latency metrics depending on status code and size.
Log important metadata about the unit of work

Add an additional counter for every error reason
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dWS Key takeaways

Cloudwatch is evolving

Container insights

Appication and microservice tracing
Corellate metrics, logs and traces

Top contributors
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Q&A
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Thank you!

Sergey Kurson
Solutions Architect, AWS
kursonsk@amazon.com
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