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Outline
How did the NewSQL trend start?

Is the NewSQL term still relevant?

What is the future of OLTP DBMSs?



Twenty-First Gentury of
DATABASE SYSTEMS



Early 2000s - The Internet Boom

It was nhow possible for a small organization
to build an application that could be used by
many concurrent users.

Database scalability challenges were no
longer limited to major corporations.



Early 2000s - Legacy Systems

Single-node deployments
using old “elephant® DBMSs.

Viable open-source options :
did not exist. ORACLE

Microsoft
Can only scale vertically. ébls_éerver

Expensive software + hardware.

10



Mid 2000s - Sharding Mlddleware

Combine multiple nodes into
a logical database.

Route / rewrite queries to
access data at specific nodes.

Development cost.
Limited functionality.

11



Late 2000s - NoSQL

Forgo DBMS-enforced protections to achieve
high-availability and high-scalability.

Non-relational data models without schemas.
No transaction guarantees.
Custom query APIs.

52



Late 2000s - NoSQL

Forgo DBMS—enforcec! pro
high-availability and high-

Non-relational data mode
No transaction guarantee

Custom query APIs.

Bigtable s a d
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size: petabytes
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including web j
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scribe the design

1 Introductf

Over the last tw
implemented, ar
for managing s
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data and thousan
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Bigtable: A Distributed

Fay Chang, Jeffrey Dean, Sanjay Ghemawat, Wilson C. Hsieh, Deborah A. Wallach
Mike Burrows, Tushar Chandra, Andrew Fikes, Robert E. Gruber

{fay.jeitsanjay wilsonh kerr.m3b,rushar fikes, gruber} @ google. com

Storage System for Structured Data

Dynamo: Amazon’s Highly Available Key-value Store

Giuseppe DeCandia, Deniz Hastorun, Madan Jampani, Gunavardhan Kakulapati,
Avinash Lakshman, Alex Pilchin, Swaminathan Sivasubramanian, Peter Vosshall
and Wermner Vogels

Amazon.com

ABSTRACT

Reliability at massive scale is one of the biggest challenges we
fice at Amazon.com, onc of the largest e-commerce operations in
the world; even the slightest outage has significant financia]
Sirpoquenices and impacts customer trust, The Amazon.com
Platform, which provides scrvices for many web sites worldwide,
15 implemented on top of an infiastructure pf s of thousands of
srevers and network components located in many datacenters
around the world. At this scale, components fail
continuously and the way persistent state s managed in the face
of these failures drives fhe reliability and scalability of the
software systems,

This paper presents the design and implementation of Dynamo, 5
highly available key-yalue sto, tem that some of Amazon’s
COre services use to provide ways-on” experience.  To
© this level of availubility, Dynamo saerifiere consistency
under certain failure scenarios, It makes extensive use of object
versioning and application-assisted conflict resolution in a manner
that provides a novel interface for oy elopers to use,

Categories and Sy bject Descriptors

D42 [Operating Systems]: Storage Management; 4.5
[Operating Systems) Reliability; D.4.2 [Operating Systems].
Performance;

General Terms
Algorithms, Management, Measuremeny, Performance, Design,
Reliability,

L INTRODUCTION

Amazon runs a world-wide e-commerce platform that serves tens
of millions customers at peak times using tens of thousands of
Servers located in many data centers around the world. There are
sunet operational requirements on Amazon’s platform in temms of
performance, rel

of the most important requirements ‘beemyas even the slightest
s has significant financial consoquences - e impacts
Seper trust. In addition, to support contineus growth, the
Platform needs t be highly scalable.

Pemmission to make o bard copies
Petsonal or classtoom use is grunted without foe
i

One of the lessons our organization has learned from operat
Amazon’s platform is that (he reliability and scalability of 5
iotem i dependent on how its application state is manage,
Amazon uses a highly decentralised, looscly coupled, service
oriented architecture consisting of hundreds of services, In this
gavironment there is a particular need for storage technologies
that are always available, For example, customers should be able
1o view and ‘add items to thei hopping cart even if disks are
failing, network routes are 1 PPing, or data centers are being
destroyed by tormados. Therefore, ghe Tvice responsible for
%8N8 shapping carts requires that it can alyays write to and
read from its data store, and that its dag, needs to be available
across multiple data centers,

Dealing with failures in an infiastructure compriscd of millions of
oompanents is our standard mode of operation. there are always
small but significant number of seryer and network components
that arc failing at any given time. As such Amazon’s software
systems need 1o be constructed in a manpey that treats failuro
handling as the normal case without impacting availability or
performance.

To mect the reliability and scaling necds, Amazon has developed
§humber of storage technologics, of which the Amazon Simple
Stor. Service (also available outside of Amazon and known as
Amazon $3), is probably the best known, T Paper presents the
design and implementation of Dy . another highly
and scalable distributed data store bult for Amazon’s
Dynamo is used to manage the state of services that have very
high reliability requirements and neeq tight control over (he
tradeoffs between availability, consistency, cost-cffectivencss and
performance. Amazon's platform has very diverse set of
applications with different storage requirements. A select set of
applications requites a storage technology thyt .. flexible enough
o let application designers configure their data store appropriately
ed on these tradeoffs o achieve high availability ang
suaranteed performance in the most cost effective manner,

There are many services on Amazons platform that only neeg
primary-key access 10 a data store For many service
those that provide best seller i, shopping carts, customer
preferences, session manageme

Dynamo uses a synthecic - .
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Late 2000s - NoSQL

Forgo DBMS-enforced protections to achieve
high-availability and high-scalability.

Non-relational data models without schemas.
No transaction guarantees.
Custom query APIs.

Application must handle eventually consistent
data, lack of transactions, and joins.

15
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Late 2000s - NoSQL

Forgo DBMS-enforced protect

Jamey €. Corpes Jeffy
L - Jeffrey De Wic: Psteds
S ean, Mich

vagle, Inc,

Abstract
h Ih]y as fon,

Spa ¥ o
hanner is Google's scalable, mati bl Lor 2 dog [

S . -y
Spanner: Google’s Globally-Disty; bhuted Databas,
IS¢

; ) y Mich
¥ nih Wang, Dafe Woodford s

high-availability and hioh-scal : e T s
was in part built to address thls falhng Some authors

Non-relational dat
No transaction guz
Custom query API:

Application must F

data, lack of transa

have claimed that general two-phase commit is too ex-
pensive to support, because of the performance or avail-
ability problems that it brings [9, 10, 19]. We believe it
is better to have application programmers deal with per-
formance problems due to overuse of transactions as bot-
tlenecks arise, rather than always coding around the lack
of transactions. Running two-phase commit over Paxos

mitigates the availability problems.

The application data model is layered on top of the
directory-bucketed key-value mappings supported by the

57
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The Rise of
NEWSQL SYSTEMS




Aslett Report (2011)

ver the
Systems that] dell\./e.r_ .
ic};lability and flexibility promised

. e
by NoSQL while retan_‘ung
SL}llpport for SQL queries and/or
ACID, or to improve performance

for appropriate workloads.

il 4th, 2011)
— 451 Group (April 4th, e
hM?tt ?/S\:vevtvtw 4?31research.com/reoort—short?entltvld 66
ttps: ;

Analyst: Matt Aslete

The acquisition of MySQL AB by Sun Microsystems in January 2008 appeared to signal
that open source databases were on the brink of opening UP @ new battleground Against the
proptictary darabase giants, In announcing the deal, Sun signaled jts intention to provide the
support and development resources required for MySQL to challenge the established
vendors in Supporting missmn-mriml, high-petformance applications on Web-based
atchitecrures, Needless to say, reality was someywhat different as Sun faced wider problems
ofits own and eventually succumbed 1o takeout by Oracle (Nasdagq: ORCL) in April 2009,
in doing so handing ownership of the leading commercial Open source database o the
database hcnv;wcxghr.

We had Previously argued that MySQL was very much the crown jewel of the open source
database world thanks 1o its focys on Web applications, jis lightweight architecture and jrs
fast read capabilities, which made 1t potentially ::nmplemenmry technology for all of the

established databgse playe x\ddirmmlly, if Oracle’s major rivals were secking an obvious
altemative o MySQL in 2009, they wete out of luck,

ase market is awash with open source databases with

at Web applications, Not only have the likes of Mon
Program and SkySQL emerged to provide alternative support for MySQL and is forks, bu
there are also 2 large number of products available under the banner ofNDSQL, which
emerged in mid-2009 as a5 umbrella teem for 5 loosely affiliated collection of non-relational
database projects, We have also seen the emergence of what we haye termed 'NewSQL'
database offerings | with companies promising g, deliver the scalability and flexibility
promised by NoSQL while retaining the support for SQI, queties and/or ACID (atomicity,
consistency, isolation and durability), or o improve performance for appropriate workloads
to the extent that the advanced scalability promised by some NoSQL databases becomes
irrelevan,

From MySQL to NoSQL

Despite being a good match for many read-intensive applications, MySQL does not provide
predicrable performance ar scale, particulady with o few writes thrown into the mix. The
memeached distribured memory objfcr—c;mhmg System can be used — and has been widely
adopied — o 'mprove petformance bue does not provide any pessistence and lacks

consistency. To some extent, the rise of NoSQL has been diven by the inadequacies of

ConYright 2011 The 451 Group

451 TechDeal maker 4 April 2011
Page 1 of 5
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Stonebraker Article (2011)

SQL as the primary interface.
ACID support for transactions
High per-node performance.
Non-locking concurrency control.

Shared-nothing architecture.

th 11
Mike Stonebraker — Blog@CACM (Jur}<2019671,020 )
http://cacm.acm.org/blogs/blog-cacm

COMMUNICATIONS
“AC

NSIGHTS FOR COMPUTING s LeAnTng PROFESSIONALS

Home ., Biogs » BLOGECACM ,» New SAL: AnAtemative to NosaL and ojg SQL for New... ., Full Text

BLOG@CACM
NewSQL: An Alternative to NoSQL and Old SQL for New OLTP Apps
Michact Stonebraker

June 16,2017

business analysis, cross selling, or some other burpose.
Hence, Extract—Txansfonnﬂnd—Load (ETL) products were
used to convert OLTP datatoa

and large, this activity was supported by the traditional RDBMS vendors. In the past [ have
affectianately called them “the elephanis”; iy this posting I refer to them ag “Old SQL.”

As noted by most pundits, “the Web chan ges everything,” and I haye noticed a very different
collection of OLTP requirements that are emerging for Web Pproperties, which I will teym “New
OLTP.” These sites seem to be driven by two customer requiremnents:

The need for far more OLTP throughput, Consider new Web-based applications such ag
multi-player games, socia| networking sites, and online gambling networks. The aggregate
number of interactions persecond is skyrocketing for the successful Web properties in this

category. In addition, the explosive growth of smartphones has created a market for applications

that use the phone as a geographic sensor and provide location -baged services. Again, successful

20
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Wikipedia Article (2012)

A class of modern relational
DBMSs that provide the same
scalable performance of NoSQL_
systems for OLTP workloads while

: i D
still maintaining the AC
guarantees of a traditional DBMS.

iki i 2012)
Wikipedia (October )
http://en.wikipedia.ora/wiki/NewSQL

Main

Contents
Featur

Current ¢

Randonm

WIKIPEDIA

The Free Encyclope

article

NewsQL

From Wikipedia, the froe on)

s of mo)

NewsQL is 5 ci;
scalable performance of

maintaining the ACID gual

Contents (1]

History (e

The term was first used by 451 Gro
new data
Pigh-profile data (e.g., financial ana orger Processing systems) aiso need .

Up analyst Matthew Asfetc s
Systems as challengers to estab

shed vendors,

actional a

NoSQL solutions because they cannot give up
The only options previously availaie for these org; a more powerful
Slngle-node machine or develop custom rmiddleware that distributes queries over traditional DBMS nodes
Both approaches are pronibitivery eXPensive and thus are not an option for many. Thus, In this paper, Aslett
discusses how NewsQL upst
Oracie

rong tran

tency requirements

nizations were to either purch,

Upremacy of commercial vendors. in particutar

Systems feqiy

Although NewSQL systems vary greatly In their intemal architectures, the two distinguishing features
£ommMon amongst them Is that they ail support the , i o J2ta model and use SOL as thelr primary
nterface. One of the frst known NewsqL systems is the H-st t

re parallel g

NeWSQL systems can be 1oosely grouped Into three categories: (% 19]

New architectures |., tl

The first type of NewSQL systems are completely new database platforms, These are designed to operate in
the nouted cluster of shared-nothing nodes, In which eer 1'%l OWNS 3 Subset of the data. Though many of
e new databases have taken different design 2PProaches, there are two primary categortes evolving. The
fIrst type of system sends the execution of transactions and queries to the nodes that contarn the needed
o e querles are spilt nto query fragments and su. 110 the nodes that own the data. These databases
are able to scale linearly »

additional nodes are

* General-purpose atabases — These maintain the full functionality of traditional databases, handiing ail
{¥Pes of queries. These databases are ofter, Vritten from scratch with a distributeq architecture in ming,
2nd Include components such as distributeg concurrency control, flow control, and distributed query

processing. This inciudes Google Spanner, Crusty x. NuoDB and TransLatt

* In-memory databases — The appiications fargeted by these NewSQL systems are characterized as having
2 arge number of transactions that (1) are Short-lived (L., no user stalls), (2) touch 2 sma subset of data
Using Index lookups (1., no full table scans or 12198 distributed joins), and (3) are repetitive 1.q
Executing the same queries with difrerent INPUs). " These NewsQL systems achieve hign performance
and scalability by eschewing much of the 1egacy architecture of the original System p design. such as
heavywelgnt recovery or concurrency contro) 2lgerithms. (12! Two exampie systems in this category are

VoItDB and GoPivotal's squAre.

MysqQL Engines (.o

The second category are highiy optimized storsge 125 for SQL. These systems provide the same

programming Interface as MySQL. but scale better then DUl engInes. such as INNoD. Examples of these
s

ew storage engines include TokuDB, Memso, and Akipan, (¥

Transparent sharding (.4

These systems provide a sharding midieware 1ayer to automatically spit databases across multiple noges.
Examples of this type of system inciudes 1bShards, aleBase and MysQL Cluste,

See also (eay

2
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SIGMOD Rec Article (2016)

Refinement of NeWSQIT
categories and properties.

New Architectures

Middleware
Database-as-a-Service

Andy Pavlo, Matt Aslett — SIGMOD Record (June 2016)

https://dl.acm.org/doi/10.1145/3003665.3003674

What's Really New with NewSQL?

Andrew Pavlo Matthew Aslett
Carnegie Mellon University 451 Research
pavio@cs.cmu.edy matthew.aslett@451 research.com

The lat 1950 and carly 19905 beought aboust s new class
oF DBMSs that were designed 1o overcome the pey touted
ampedance mismatch berwcen the relational mocl s object-
gnenicd peogramming languages [65), These objcct-oricnted
DBMSs. however. never saw wide-sprcad martor ox.

< managemen systems (DBMSs) called
heir abilty to scalc moder on-line trama
it pcwing (OLTP) worklods n a way that 5ot posen
of haEBCY sysems. The term NewSQL was it e b
St the authors of thisarticle ina 2011 business gy e ey lacked a standand inteface like SQL, Bog mxay
dicussing the i of mew darapane e e hallenges o ol the kdea from them were cveatualy ncorponed
e cuahlihed vendors (Oracke, 1B, Microsoft oo e ooy SMSs when the major vendors added bjectand Yot
thor was woeking on whithecume one of . Neogeot  decade ate, and then again in document orooney
o3 NewSQL DBMIS. Sice then sverl compansr NSl s o . . -
oo PrOJSC1s have used this term (rightly and wrongiy sty bl eveol during the 19905 was the sar of
describe thei syvicm. 9 i hajoc opett-source DBMS projects, MySQL was
e that el aionul DBMSs bve boen o for ves o Striad oy ey e 1995 bas on the carber ISAM.based
decades, it justilble 1o ask whether he clop ot novSQus QL mysiem. PoutgreSQL began in 1984 when to pore
ey are ity I o whether it is smply marketing. Y grodte. dens? forked the original QUEL-hased Py
I they arc indeed abic t0 get betir perform; e, then ih i oanomn the 19805 o akd support for SQL
uetion s whethe there i syt scemmen ! T 20005 brought he arivl of Inkemet agelications that
them that ensbies them to achieve these gaing o just th, foa more challnging resource requirements than applications
o e idvanced so much the mow the bonlenscks ey from i erens ey nesded 10 vcae 1o support large
arlcsyearsar o onge s ener pemberof o IR U 1t hal 0 B on-line il he e
4 fo e database (o these new applicatons was comypa .
oo his, we it discuss thehistoy of databeses o vader 5 pplic s consisk
S ow NewSCQL. aysce came about. We then penes s Rouod s o 2 boteneck because the resource demands wery
e oxplavation of wht the tetm NewSQL meac s M what DBMS+ and hardware could support

. Many tried the most obvious option of scaling
ifferent catcgorics of systems thatfall udes (e finition ¥
¥ cscgorie of systastht Fll e this de it DMS sertically by moving the database b 3 e

e er hardwase. 'This, however, only impaoses peror.
L. A BRIEF HISTORY OF DBMSS i o much and has diminishing renums. *Fothcrme,
™4 VIS came on-linc in the mid 1960¢. Ore of he i oo machine 1 another i Ass
BM'S IMS that was built 10 keep track of the sy e, which i
e e v these Web-based applications. To overcome
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New Architectures

New codebase written from
scratch without architectural

baggage of legacy systems.

Almost all DBMSs use a
Nal-1g{e Ealeldgllslefarchitecture.

Our mistake was to not

iInclude HaEl{eReIN{ DBMSs.

16
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Almost all DBMSs use a
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Micdleware

Transparent data sharding
and query redirecting over
cluster of single-node
DBMSs.

Usually support MySQL or
PostgreSQL wire protocol.

26



Micdleware

Transparent data sharding
and query redirecting over
cluster of single-node
DBMSs.

Usually support MySQL or
PostgreSQL wire protocol.
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Database-as-a-Service

Distributed architecture
designed specifically for
cloud-native deployment.

Most of them use MySQL for
single-node storage.




Why Not MySQL Engines

451 ‘I'EOHDEALMAKER 4 Aprit 2011 - sector 1Q

How will the database incumbents respond to NoSQL and
NewSQL?

Analyst: Matt Aslett

The acquisition of MySQL AB by Sun Microsystems in January 2008 appeared o signal
that open sOurce databases were 0% the brink of opening up 2 AEY batteground against the
proprictary darabase glants. 1n announcing the deal, Sun signaled its intention © provide the
support and development fEsoUrees required for MysSQL o challenge the established
vendors i supporting mission-critical, high-performance applications o1 Web-based
architectures. Needless 0 say, reality was somewhat different as Sun faced wider problems
of its own and evenmally succumbed to takeout by Oracle (Nasdag: ORCL) in April 2009,
in doing s© handing ownership of the leading commercial open SOUree darabase to the
database heavyweight.

We had previously argued that MySQL was very much the crown jewel of the open sonrce
database world thanks to its focus o Web applications, its lighrweight architecture and its
fast read capabilities, which made it potentially complementary technology for all of the
established datbase players. Additionally, if Oracle's major rivals were seeking an obvious
alternative 10 MySQL in 2009, they were out of lack.

Just two years Jater, however, the darabase market is awash with open source databases with
lightweight architectures targeted at Web applicadons. Not only have the likes of Monty
Program and SkySQL emerged © provide aliernative support for MySQL and its forks, but
there are also a large aumber of products available under the banner of NaSQL, which
emerged in mid-2009 as an umbrella term for 2 loosely affiliated collection of non-relational
database projects. We have also seent the emergence of what we have termed NewSQL'
database offerings, with companies promising t0 deliver the scalability and flexibility

by NosSQL while retaining the support for SQL queties and/or ACID (zlmmicity,
e and durability), of O improve performance for appropriate workloads
. NoSOL darabases becomes

* JTokutek
deopd

SCHOONER

I
FORMATION TECHNOLOGY I

o

ScaleDB
memSQL ()

-

RethinkDB
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Why Not MySQL Engines? Tokutek

InnoDB is an excellent OLTP deapdb
engine for single-node
MySQL instances. SCHOONER §

o

ScaleDB

Nobody has built a long-

term successful business
replacing it.

30






What Went Wrong?

Almost every NewSQL

company from the last
decade has closed, sold for
scraps, or pivoted to other

markets.

W nuobDs YOUTDB
STHANA xeround

memSQL (/) SBCLEARDB"

—= = FOUNDATIONDE Clustrix
ScaleBase Sganner
QSCaleArc PEodeFutures

NS £
%ntinuent IRANSZA TTICE

= GenieDB (3 FATHOMDSE
(@ citusdata
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Selling an OLTP DBMS is Hard

Existing Application: Greenfield Application:

» People are risk adverse in » The engineering start-up
replacing an OLTP DBMS ‘cost” of a relational DBMS
even ifitis slow or Is higher than shoving
expensive. JSON into a NoSQL DBMS.

Francen

55



Existing DBMSs Are Really Good

The two most popular open-

source DBMSs got even RMHSQLW

better in the last decade.
@) PostgreSQL
Most new applications don't

have any data, so a single
node DBMS is good enough.

34



Cloud Disruption

Most NewSQL companies
started with selling on-prem
and missed shift to cloud.

Difficult to compete with
major cloud vendors on cost
and technology.

amazon

+‘.

9 Google

05

Microsoft




Lack of Open-Source VOLTDR
- oCoLDEMS TR

This may have inhibited their @CH'USCICIfCI
adoption, especially with
developers building new e
applications. ScaleBase 1Y

ontinuent

xeround
% Scale/\ic
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Distributed SQL

New vendors are promising
the same benefits of earlier
NewSQL systems and seeing
better adoption.

Many of their core concepts

are similar to earlier systemes.

—6‘ Cockroach Lass

YugaByte

W olanetscale

QDB



"Not Only SQL"

The vanguard NoSQL
systems that touted their
lack of SQL, joins, and
transactions now include
these features.

Lo O & cassandra
‘ mongoDB

amazon
DynamoDB

Q Couchbase
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Remnants of NewSQL

As of 2021, the term NewSQL
seems to be only used by
Chinese start-up database
companies.

) TiDB

RadonDB

= SequoiaDB
= q EEHMIERE

FERE BEeBIEE
Kunlun Database
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Remnants of NewSQL

As of 2021, the term NewSQL

EIERIE BECHUERE Kunlun Database
t, Crash Safe, Strongly Consistent,

BtthE NewSQL OLTP KB B BR B B HHEtESLE H 7t Eg4bEE Highly Performan
tar N

Highly Available. Hinhlv Qralahle DNictriki it low QNI RNRMS

relational database based on MySQL,
a database that capable to satisfy
tion workload with high availability and

of distributed

BR | A5 . .
RadonDB is a new generation
create

we call it MyNewsSQL. it was designed to
ent of large-scale transac
to two indepen
ide show th

the requirem
reliability. RadonDB is architected

Transaction Layer, and the following gu e detail of the inner-workings:

dent cluster layers: SQL Layer and |

TiDB

RadonDB

—== SequoiaDB
EEHIEE

FERE BEeBIEE
Kunlun Database
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What Comes
NEXT?



HPTS 2013

Random

Prognostications
an evening with findy Pavle

@andy_pavlo


https://www.cs.cmu.edu/~pavlo/slides/hpts2013-nextgen.pdf

/" HPTS 2013

My MariaDB
e Fracturing will hurt perception &

adoption. =
lions

_See CouchDB vs. Couchbase.
—This may be intentional. Pavlo

@andy_pavlo


https://www.cs.cmu.edu/~pavlo/slides/hpts2013-nextgen.pdf

HPTS 2013

0 mongoDB

e Fracturing will hurt |

adoption.
_See CouchDB vs. Cou(

_This may be intentiona

o Will become first choice in new
start-ups & Web apps.

_Flush with cash, with more on the way.

—MySQL-like growing pains.



https://www.cs.cmu.edu/~pavlo/slides/hpts2013-nextgen.pdf

The Next 10 Years

t will be difficult to supplant existing OLTP
DBMSs unless there is another major
nardware transition.

It will also be difficult to upend major cloud
vendors on pricing unless...
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The Next 10 Years

You still need humans to
design, configure, and
optimize logical/physical
aspects of a database.

Humans are expensive.

Automation is the future.

ORACLE

=" Microsoft

< YOTTERTUNE;
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https://ottertune.com/

Conclusion

NewSQL is dead.

From an academic view, the
NewSQL movement was a
success.

From a business view, it was a
failure for those that embraced
the NewSQL mantle.
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