Iransient Replication

and Cheap Quorums



Prerequisites

Eventual Consistency
Quorums
Consistent Hashing

Anti-Entropy












Eventual Consistency

‘““The storage system guarantees that i1f no new updates are
made to the object, eventually all accesses will return the
last updated value.”

- Werner Vogels. 2008. Eventually Consistent.
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Anti-Entropy
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Read Monotonicity
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Tunable Consistency

®eN: the number of nodes that store replicas of the data

®lWW: the number of replicas that need to acknowledge the
receipt of the update before the update completes

®R: the number of replicas that are contacted when a data
object 1s accessed through a read operation

- Werner Vogels. 2008. Eventually Consistent.
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Fault Tolerance
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Cost of a Quorum
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Witness Replicas
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Upgradable Witnesses
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Cost of topology change



Transient Replication
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Cheap Quorums: Write
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Cheap Quorums: Write
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Cheap Quorums: Read
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Cheap Quorums: Read
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Consistent Hashing
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Availability
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Source: Paris, Jehan-Frangois. Voting with Witnesses: A Constistency Scheme for Replicated Files. 1986.



What TR 1s not

Sloppy Quorums

Hinted Handoff

A way to reduce a number of replicas
A way to reduce a quorum size



Summary

No decrease 1n availlability
No impact on durability

Up to 507% storage savings
Lower message overhead
Smaller write quorum

Less overhead for reads



Transient Replication and Cheap Quorums Browse files

Patch by Blake Eggleston, Benedict Elliott Smith, Marcus Eriksson, Alex Petrov, Ariel Weisberg; Reviewed by
Blake Eggleston, Marcus Eriksson, Benedict Elliott Smith, Alex Petrov, Ariel Weisberg for CASSANDRA-14404

Co-authored-by: Blake Eggleston <bdeggleston@gmail.com>
Co—authored-by: Benedict Elliott Smith <benedict@apache.org>

Co-authored-by: Marcus Eriksson <marcuse@apache.org>
Co-authored-by: Alex Petrov <oleksandr.petrov@gmail.com>

P trunk (#3)

E 5 people committed on Jul 6, 2018 1 parent 5b645de  commit f7431b432875e334170ccdb19934d05545d2cebd
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