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Robotic Operation for Manipulation
and Benchmarking Under SLM

Setting the Standard for Al-Driven Robotics
Benchmarking Al for Precision, Efficiency, and Real-World Impact
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Approach Process

Our system integrates Small Language Models
(SLMs) like Phi-3.5, Llama 3, Mistral, and Qwen with
robotic systems, enabling natural language task
planning without manual programming. We enhance
precision through Vision Language Models (Phi-3.5
vision, Qwen2 VL, Llava-ht) that provide scene
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depth estimation. Our structured benchmarki ng + Conducted stakeholder interviews . Set up robotic environments and + Conducted 10+ usability tests to . Compared SLM-based robotics vs. + Demonstrated functional live demo
. . . and market research to identify integrated Phi-3.5, Llama 3, and refine robotic execution and real- traditional automation in of Al-driven robotics.
fra meWOrk MEasures SLM Eff|C|ency, execution gaps in Al-driven robotics. NanoOWL, Phi-vision VLM. time inference. execution speed and efficiency.  Provided a structured SLM
accura Cy a nd success rates Optl m |Z| ng the System « Performed literature review on - Developed SLM-driven task * Optimized SLM response time, « Measured task success rates, benchmarking framework for
) . ' small language models, robotics planning models and tested accuracy, and perception and adaptability, and computational researchers and industry partners
for Edge computing deployments. and benchmarking methods. perception accuracy. control-based grasping. performance of different SLMs. for robotics pick & place tasks.
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