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• How to Identify a Memory Leak
• How to capture and analyze Heap Dumps
• How to diagnose Heap Memory Leaks
• How to diagnose Metaspace Memory Leaks
• How to diagnose Java Native Memory Leaks
• Monitoring Best Practices 

What We’ll Cover
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GC log analysis talk

• How to Get the Most out of Jenkins

• Avoiding Pitfalls with Jenkins

https://www.youtube.com/watch?v=eemz3mpGQEs
https://www.youtube.com/watch?v=yTafQ-e84eY
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GC logs displaying leak graphed by GCeasy
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GC logs displaying leak graphed by GCeasy



© 2020 All Rights Reserved. 8

OutOfMemory Errors

● java.lang.OutOfMemoryError: Java heap space
○ JVM is unable to allocate space for an object in heap

● java.lang.OutOfMemoryError: GC Overhead limit exceeded
○ Garbage collector is running all the time and Java program is making very slow progress

● java.lang.OutOfMemoryError: Requested array size exceeds VM 
limit
○ The application attempted to allocate an array that is larger than the heap size

● java.lang.OutOfMemoryError: unable to create new native thread
○ The JVM has created too many threads and is not able to create any more
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oom-killer errors

● These will be found in the dmesg logs
[Wed Aug  5 18:09:22 2020] TCP agent conne invoked oom-killer: gfp_mask=0x14000c0(GFP_KERNEL), nodemask=(null), order=0, oom_score_adj=-998

[Wed Aug  5 18:09:22 2020] TCP agent conne cpuset=87776ea7182b314de2a222052de860013e11f1e3579d439bd05af19b06df70ac mems_allowed=0-1

[Wed Aug  5 18:09:22 2020] CPU: 18 PID: 36112 Comm: TCP agent conne Tainted: P           OE    4.15.0-91-generic #92~16.04.1-Ubuntu

...

[Wed Aug  5 18:09:22 2020] [ pid ]   uid  tgid total_vm      rss pgtables_bytes swapents oom_score_adj name

[Wed Aug  5 18:09:22 2020] [67956]  1000 67956     1089      196    57344        0          -998 tini

[Wed Aug  5 18:09:22 2020] [67982]  1000 67982 13195171  5961748 52785152        0          -998 java

[Wed Aug  5 18:09:22 2020] [70437]  1000 70437     4806      780    77824        0          -998 sh

[Wed Aug  5 18:09:22 2020] [70453]  1000 70453     4806      506    69632        0          -998 sh

[Wed Aug  5 18:09:22 2020] [70454]  1000 70454     5517      546    77824        0          -998 script

[Wed Aug  5 18:09:22 2020] [70456]  1000 70456     4839      876    73728        0          -998 bash

[Wed Aug  5 18:09:22 2020] Memory cgroup out of memory: Kill process 67956 (tini) score 0 or sacrifice child

[Wed Aug  5 18:09:22 2020] Killed process 67982 (java) total-vm:52780684kB, anon-rss:23833172kB, file-rss:13820kB, shmem-rss:0kB
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Obtain the Process ID

jps - From Unix Terminal or Windows Cmd with the JDK installed into the 
OS. Lists the instrumented Java Virtual Machines (JVMs) on the target 
system.

ps -ef | grep java - From *Nix Terminals only. It is used to obtain the 
process id of all java processes.

Process Explorer - There are task manager UI applications (System Tools) 
which can be used to obtain the process id. Find the process and view its 
PID in the corresponding column.

On Windows and Linux (Ubuntu) named Task Manager

On Mac OS named Activity Monitor

https://docs.oracle.com/javase/7/docs/technotes/tools/share/jps.html
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Essential JDK Tools for JVM Gunslingers

JCMD 

• Used to send diagnostic command requests to the JVM 
• Must be used on the same machine where the JVM is running
• Must run as the same user and group id’s as the JVM

JMAP 

• Tool to print statistics about memory in a running JVM
• Can be used for local or remote processes

https://docs.oracle.com/javase/8/docs/technotes/guides/troubleshoot/tooldescr006.html#:~:text=The%20jcmd%20utility%20is%20used,diagnose%20JVM%20and%20Java%20Applications
https://docs.oracle.com/javase/7/docs/technotes/tools/share/jmap.html
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Capture a Heap Dump

• jcmd $PID GC.heap_dump $FILENAME - From Unix Terminal or 
Windows Powershell

• jmap -dump:format=b,file=$FILENAME.bin $PID - From Unix 
Terminal or Windows Powershell

NOTE: The JVM will need to perform a full garbage collection cycle before it 
can generate a heap dump.

OR

-XX:+HeapDumpOnOutOfMemoryError
-XX:HeapDumpPath=${PATH}
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Move the Heap Dump

• Heap Dumps can be quite LARGE in size
• Use the split utility to split the generated heapdump file into 2GB segments for 

ease of movement

split -b 2gb $FILENAME 

To concatenate files after splitting:

cat ${file1} {file2} {file3} > {output_filename} -From Unix Terminal 
or Windows Powershell

copy /B {file1} + {file2} + {file3} {output_filename} -From 
Windows CMD
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Analyze Heap Dumps

• HeapHero
– Enterprise edition can be deployed on-prem
– Free version available online
– Award winning deep learning algorithms

• Eclipse MAT
– OSS Project
– Free
– Steep learning curve

• IBM Memory Analyzer
• YourKit

– Not Free
• JavaVisualVM

https://heaphero.io/
https://www.eclipse.org/mat/
https://developer.ibm.com/javasdk/tools/
https://www.yourkit.com/
https://docs.oracle.com/javase/6/docs/technotes/tools/share/jvisualvm.html
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Analyze Heap Dumps with HeapHero
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Analyze Heap Dumps with HeapHero
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Analyze Heap Dumps with HeapHero
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Analyze Heap Dumps with HeapHero

Explore the 
Object Tree:
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Analyze Heap Dumps with Eclipse MAT
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Analyze Heap Dumps with Eclipse MAT

Graph showing biggest 
objects by their retained 
size: 

We can see 1 object 
holding onto ~1.5GB
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Analyze Heap Dumps with Eclipse MAT

Within the Leak Suspects 
Report we can see that 
jgroups 
NioConnections are 
holding onto ~1.5GB
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Analyze Heap Dumps with Eclipse MAT

Clicking into the details, we can: 
● List objects with their references
● Show objects by class
● Show path to GC roots
● Perform a search query
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Links for additional training on HeapHero / Eclipse MAT

● Chris Grindstaff - Java Memory Analysis
● Kevin Grigorenko - Eclipse MAT Deep Dive
● Eclipse Documentation
● HeapHero User Manual
● HeapHero Blog - Tier1App Team

https://vimeo.com/21356498
https://www.youtube.com/watch?v=sLoifF_YA4w
https://www.eclipse.org/mat/documentation/
https://blog.heaphero.io/2018/04/13/heaphero-user-manual-2/
https://blog.heaphero.io/
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JVM (Java Virtual Machine) memory allocation
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Heap related JVM arguments

● -Xms
○ Sets the initial heap size. Can be in KB, MB, or GB.

● -Xmx
○ Sets the maximum heap size. Can be in KB, MB, or GB.

● -XX:+UseContainerSupport
○ Tells the JVM to use the CPU and RAM allocated to the docker container rather than what is 

on the host server/VM for certain calculations such as default CPU and heap settings. Should 
be on by default for newer JDK versions.

● -XX:InitialRAMPercentage
○ Sets initial heap size as a percentage of total memory

● -XX:MaxRAMPercentage
○ Sets maximum heap size as a percentage of total memory
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Heap memory leak GC graph
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Heap memory leak GC pauses
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Heap memory leak observed symptoms

top

top -H
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What to do after discovering the heap memory leak?

● Collect a heap dump while the heap is full
○ -XX:+HeapDumpOnOutOfMemoryError -XX:HeapDumpPath

● Analyze it using your preferred tool: HeapHero, Eclipse MAT, 
YourKit, etc..

● We typically use MAT and run the Leak Suspects Report
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Next steps for Jenkins after heap analysis

● If leak is from a plugin
○ Update plugin

○ Verify the plugins configuration

○ Check the Jenkins Jira site for open bugs related to leaks

○ If no bug is reported, file one 

○ In the case of a CloudBees plugin, submit a support ticket

● If leak is from a pipeline job, check for:
○ Large objects being loaded

○ Loops loading many objects
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Essential JDK Tools for Measuring Metaspace

JSTAT 

• Utility tool in the JDK 

• Provides JVM performance-related statistics like garbage collection, 
compilation activities. 

JCMD 

• Used to send diagnostic command requests to the JVM 
• Must be used on the same machine where the JVM is running
• Must run as the same user and group id’s as the JVM

https://docs.oracle.com/javase/7/docs/technotes/tools/share/jstat.html
https://docs.oracle.com/javase/8/docs/technotes/guides/troubleshoot/tooldescr006.html#:~:text=The%20jcmd%20utility%20is%20used,diagnose%20JVM%20and%20Java%20Applications
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Essential JDK Tools for Measuring Metaspace

jstat -gc ${PID}

jcmd ${PID} GC.class_stats > GC_class_output.log

Heap Dump 
and analyze 
Duplicate 
Classes with 
MAT
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Essential JDK Tools for Measuring Metaspace

jstat -gc ${PID}

...
Metaspace Capacity (Kb)
Metaspace Usage (Kb)

-XX:MetaspaceSize=
-XX:MaxMetaspaceSize=
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Essential JDK Tools for Measuring Metaspace

jcmd ${PID} GC.class_stats > GC_class_output.log

...
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Essential JDK Tools for Measuring Metaspace

jcmd ${PID} GC.class_stats > GC_class_output.log

lots of 
duplicate 
classes 
loaded 
here....
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Essential JDK Tools for Measuring Metaspace

Analysis of Heap Dump in Eclipse MAT Duplicate Classes feature: 
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Essential JDK Tools for Measuring Metaspace

Led to multiple PR’s for Script Security:

https://github.com/jenkinsci/script-security-plugin/pull/252

 https://github.com/jenkinsci/script-security-plugin/pull/253

Full description of the issue here: 

https://support.cloudbees.com/hc/en-us/articles/360029574172-Metaspace-
Leak-Due-to-classes-not-being-cleaned-up

https://github.com/jenkinsci/script-security-plugin/pull/252
https://github.com/jenkinsci/script-security-plugin/pull/253
https://support.cloudbees.com/hc/en-us/articles/360029574172-Metaspace-Leak-Due-to-classes-not-being-cleaned-up
https://support.cloudbees.com/hc/en-us/articles/360029574172-Metaspace-Leak-Due-to-classes-not-being-cleaned-up
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Configure NMT Tracking

Oracle Documentation on NMT

-XX:NativeMemoryTracking=summary

To start baseline run the following jcmd command: 

jcmd <pid> VM.native_memory baseline

To gather a summary, run the following jcmd command: 

jcmd $PID VM.native_memory summary

https://docs.oracle.com/javase/8/docs/technotes/guides/troubleshoot/tooldescr007.html
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NMT Summary
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NMT Summary Continued...
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NMT Summary Explained

• NMT takes a baseline then measures against baseline
• 11 different areas of memory consumption from the JVM. 
• Most notably, “Java Heap” is the amount of heap space allocated to the 

JVM. 
• “Class” can be traced to metaspace, as this is where class metadata is 

stored. 
• Other 9 areas should hover around 10-250MB respectively. When we 

see areas of native memory above 1GB it is considered abnormal for 
Jenkins.
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Script it!

#!/bin/bash

TSTAMP="$(date +'%Y%m%d_%H%M%S')"

jenkinsPid="$(pgrep -o java)"

nmtLog="$JENKINS_HOME/support/nmt.log"

echo $TSTAMP $JENKINS_CLUSTER_ID >> $nmtLog

jcmd $jenkinsPid VM.native_memory summary >> $nmtLog

● Run Hourly to diagnose an NMT memory leak
● 10% Overhead to the JVM 
● Add to a crontab: 
● 0 * * * * JENKINS_HOME='/path/to/jenkins-home' $JENKINS_HOME/support/nmtlogging.sh
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Jenkins Plugins

● One of the most popular is the Monitoring plugin
○ Provides stats and graphs on CPU, memory, threads, etc

● CloudBees Monitoring plugin for CB customers
○ Can configure alerts for when something strays from the norm

○ Example alert: JVM heap memory usage is over 80% for more than a minute

● The main problem with plugins is they can’t be used if Jenkins is down
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JMX monitoring

● Built into the JVM, but needs to be enabled if using remote monitoring with: 
com.sun.management.jmxremote.port=portNum

● Java VisualVM is bundled with JDK 8+ and connects via JMX
○ Can live monitor CPU, memory, classes, threads. Can also take heap 

and thread dumps
○ VisualVM does not have alerting.
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Java Agents

● Java Agents are jar files that inject code into your JVM to run
● Added using java arg: -javaagent: /path/to/agent.jar 

● Can provide better metrics, but have overhead
● Datadog

○ Very robust and customizable UI
○ Monitors many metrics and has alerts
○ Paid

● Prometheus
○ Text only by default. Can be hooked into visualization tools like Grafana
○ Many different pieces make it more customizable, but more complicated
○ Free and open source

● Pick a tool with alerting capabilities, get a baseline of memory usage, set 
an alert to trigger when memory is above the threshold for an extended 
time
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Thanks!

Q&A
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