
spirent.com

Americas 1-800-SPIRENT • +1-800-774-7368 • sales@spirent.com
Europe and the Middle East +44 (0) 1293 767979 • emeainfo@spirent.com
Asia and the Pacific +86-10-8518-2539 • salesasia@spirent.com

© 2019 Spirent Communications, Inc. All of the company names and/or brand names and/or product names and/or logos referred to in this document, in particular the name “Spirent” and its logo device, are either 
registered trademarks or trademarks pending registration in accordance with relevant national laws. All rights reserved. Specifications subject to change without notice.� Rev E  |  09/19

How to Test FlexE and SPN?

What is Flex Ethernet?
FlexE is a key technology used in various 
industries for high density requirements to 
deliver faster network speeds vs emerging 
Ethernet solutions. It provides a generic 
mechanism for supporting a variety of 
Ethernet MAC rates that may or may not 
correspond to any existing Ethernet PHY rate. 
This includes MAC rates that are both greater 
than (through bonding) and less than (through 
sub-rate and channelization) Ethernet PHY 
rates used to carry FlexE.
FlexE dissociates Ethernet rate on the client end 
from the actual physical interface by introducing 
a new shim through IEEE defined MAC and PCS 
layers.
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FlexE Benefits
Bonding of Ethernet PHYs
•	Ability to bond multiple PHY’s to create larger port groups
•	Combine a group interface to create higher rate clients
•	Support higher bandwidth service
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Sub-rating of Ethernet PHYs
•	Service rates can be dynamically changed without changing network conditions
•	Ability to under-fill an interface
•	Ability to match the client or service rate to transport network
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Channelization within a PHY or a group of bonded PHYs
•	Aggregate lower rate clients onto an interface
•	Scalable alternative to VLANs
•	Scalable provisioning onto a single group interface  
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What is 5G Transport, SPN (Slicing Packet Network), and ITU-T G.mtn?
5G Transport with Network Slicing
•	5G enables new applications such as AR, IoT, industrial automation, and autonomous vehicles

•	These new applications drive diverse bandwidth, latency, security and time synchronization 
requirements for transport network

•	Network slicing is needed to meet those diverse requirements for different customers and applications

•	5G transport network consists of fronthaul, midhaul and backhaul

•	New fronthaul protocols such as eCPRI and NGFI are designed to allow BBU to scale, to increase 
bandwidth and reduce latency by transporting radio traffic more efficiently over Ethernet

•	FlexE provides a hard pipe network slicing solution with calendar-based channelization

•	Segment routing transport with EVPN service plane reduces the network complexity and enables SDN 
with full network programmability 

•	 ITU-T G.mtn (interfaces for a metro transport network) is an emerging international standard that defines 
the end to end network architecture to transport 5G radio access network (RAN) traffic with the ability to 
meet the most demanding requirements for network slicing, ultra-low latency and high availability

Slicing requirements of 5G Transport Network
•	Network-Slicing-as-a-Service: Multiple slices can be created on a physical transport network for different 

services and customers

•	Hard and Soft Network Slicing: Both hard pipe network slicing based on FlexE and soft network slicing 
based on VPN and segment routing are needed to solve different problems and they can be used 
together
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FlexE Shim Use Cases
FlexE Calendar Switch Set transmit and verify Calendar A/B switch functionality
Client MAC Rate Distribution Set, modify, move Client bandwidth between Calendar slots for all client rates
PHY/Group Configuration Modify and configure FlexE Group number, PHY number for sub-rating, bonding and 

channelization scenarios 
FlexE Overhead Status Monitor FlexE Overhead and FlexE Overhead Multiframe
Alarm Status and Generation Verify and force overhead fault conditions, inject bit errors to generate FlexE Shim alarms
Management Channel Configure and verify management channel Tx/Rx 
Calendar Configuration Verify transmit and receive calendars match between devices

SPN Channel Layer OAM Use Cases
Performance and Scalability Validate DUT channel layer OAM performance and scalability with large number of emulated FlexE clients
OAM service control Enable and disable channel layer OAM on individual FlexE client
OAM service operation FlexE client channel layer OAM insertion and extraction using idle blocks
OAM with fixed time interval Sending and receiving channel layer OAM messages at user configurable fixed block or time interval
Event triggered OAM Event triggered and on demand channel layer OAM messages
Multi code block OAM Sequence numbers in multi code block channel layer OAM messages
CRC validation CRC generation and validation for channel layer OAM messages
OAM priority scheduling Channel layer OAM packet scheduling with different priorities
OAM function control Enable and disable individual channel layer OAM function per FlexE client
Basic code block function Channel layer OAM BAS (basic code block) functions such as REI, RDI, CS_LF, CS_RF, BIP
APS Channel layer OAM APS (automatic protection switching) function
Connectivity verification Channel layer OAM CV (connectivity verification) function
Client signal Channel layer OAM CS (client signal) function
Delay measurement Channel layer OAM one way and two-way DM (delay measurement) functions

SPN Layer 3 Routing Use Cases
Performance and scalability Validate DUT control plane and data plane performance and scalability with protocol and traffic emulation on a large number of emulated FlexE clients
High availability and fast convergence FlexE interface bonding for network resiliency and fast convergence with link and node failure
Service creation and deletion In-service FlexE client addition and deletion
Service elasticity, QoS, and traffic isolation Bandwidth resizing, bandwidth oversubscription, and congestion isolation with multiple FlexE clients
Time synchronization IEEE 1588 v2 PTP on FlexE clients
Network slice with SR transport Network slice for sub-operator with segment routing transport and MPLS or IPv6 data plane on FlexE clients
Network slice with MPLS transport Network slice for sub-operator with MPLS LDP and  RSVP traffic engineering on FlexE clients
Network slice with SR TE Network slice for sub-operator with segment routing traffic engineering on FlexE clients
Network slice for business MPLS VPN services Network slice for L3VPN, L2VPN, VPWS business VPN services with MPLS or segment routing transport on FlexE clients
Network slice for EVPN based services Network slice for EVPN based IP VPN service with MPLS or segment routing transport on FlexE clients
Network slice for data center interconnect Data center interconnect with VxLAN overlay and EVPN service on FlexE clients
Network slice for 5G fronthaul 5G fronthaul with eCPRI/NGFI/XRAN on FlexE clients
Network slice for residential high speed internet PPPoE, IPoE, DHCP, ANCP and L2TP services on FlexE clients with control plane and user plane separation
Network slice for IoT Network slice for IoT with COAP and DTLS on FlexE clients
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Bit Position

Block # SH 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

1 1 0 0x4B C OMF RPF SC FlexE Group Number 0x5 0x000_0000

2 0 1 C FlexE Map FlexE Instance Number Reserved

3 0 1 C Client Calendar A Client Calendar B CR CA Reserved CRC-16

4 S S
Management Channel—Section (two 66B blocks)

5 S S

6 S S Management Channel—Shim to Shim or Synchronization Messaging Channel

7 S S
Management Channel—Shim to Shim (two or three 66B blocks)

8 S S

0 FlexE Map (0-7) Client Carried Calendar A Slot0 Client Carried Calendar B Slot0

0 FlexE Map (5-15) Client Carried Calendar A Slot1 Client Carried Calendar B Slot1

• • • • • • • • •

0 FlexE Map (120-127) Client Carried Calendar A Slot15 Client Carried Calendar B Slot15

1 FlexE Map (128-135) Client Carried Calendar A Slot16 Client Carried Calendar B Slot16

• • • • • • • • •

1 FlexE Map (151-159) Client Carried Calendar A Slot 19 Client Carried Calendar B Slot 19

1 FlexE Map (160-167) Reserved Reserved

• • • • • • • • •

1 FlexE Map (248-255) Reserved Reserved

C= Calendar Configuration in use (see 7.3.2) 
OMF= Overhead Multiframe Indicator (see 7.3.1) 
RPF= Remote PHY Fault (see 7.3.8) 
SC= Synchronization Configuration (see 7.3.5) 
CR= Calendar Switch Request (see 7.3.4) 
CA= Calendar Switch Acknowledge (see 7.3.4) 
ss= Valid Sync Header Bits (01 or 10) 
FlexE Map= Control of which FlexE Instances are Members of this Group (see 7.3.3) 
FlexE Instance Number= Identity of this FlexE Instance within the Group (see 7.3.3) 
FlexE Group Number (see 7.3.6) 
Client (being programmed) (see 7.3.4) 
Reserved (see 7.3.7) 
Management Channels (see 7.3.5) 
CRC-16 (see 7.3.8) 
Synchronization Messaging Channel (see 7.3.5)

Solving your FlexE and High Speed Ethernet Testing Challenges
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SPN concepts, diagrams and use cases courtesy of China Mobile

eMBB Slice

uRLLC Slice

mMTC Slice Flex Slice

FlexE Slice

VPN3
VPN2
VPN1

IP/Mobile Core
Central Datacenter

E2E Network Slicing

Internet

5G ARCHITECTURE

Services: BGP—L3VPN / L2VPN (EVPN)

Transport: Segment—Routing

BackhaulMidhaul

xHaul

Fronthaul
UE

eCPRI

xRAN

5G
LTE

Small Cell

FH
Access

FH Aggregation Aggregation

NSO

SR PCE

CUDU

NGFI

E2E Network Slicing

SPL
(Slicing Packet Layer)

SCL
(Slicing Channel Layer)

STL
(Slicing Transport Layer)

Statistic L2 / L3 VPN

Packet Tunnel MPLS-TP

MAC

DWDM+simplified ROADM

802.3 Ethernet MAC

OIF FlexE Interface

Slicing Ethernet (SE)

Dynamic L3 VPN

Manage
Control

SDN
Slicing
Control
Plane

Ultra
High

Frequency
and

Time
Sync.

Packet Tunnel (SR-TP)

D D D D I

I D D O D

D I D D I

D D D D I

I D D O D

D I D D I

I D D I D

SCO (SPN Channel Overheard Processor)

802.3 / FlexE SPN Channel Layer 802.3 / FlexE

SPN Channel

100G FlexE

SPN Channel

Service pass
through

Service
up / down

SPN Client

SE-XC25G

25G

10G

25G

100GFlexE

ETH

25G

10G

OAM data is
not inserted

OAM data is
inserted

D D D T I I S D D D D D D D D D D D D D T I

D D D T O I S D D D D D D D D D D D D D T O

I I S D D D D D D D D D D D D D T I S D D D

I I

Fixed period OAMO Non-fixed period OAM IDLE blockO I

S D D D D D D D D D D D D D T O S D D D

FlexE, SPN, and G.mtn: Transport Network for 5G and Beyond


