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Code completion with GitHub Copilot

%@ fibonacci.py 1 @

Users > matthew-peter > Desktop > % fibonacci.py

@ fibonacci.py 1 ®

Users » matthew-peter > Desktop > @ fibonacci.py
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Copilot Experience Today

L BEE Provide Editor context JSEE
----- Provide Suggestions EEEI 2
GitHub Copilot .

Service L EERE Improve Suggestions SRR

S fetch_pic.js

const fetchNASAPictureOfTt
return fetch('https://af
method: 'GET',
headers: {
'Content-Type': 'apj
H
})
.then(response => resj
.then(json => {
return json;
)
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Copilot Experience Today

Neighboring tabs

Truncation
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The LLMs Behind Copilot
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Fine-tuned Copilot Models for Enterprises

Limited public beta

& GitHub Copilot Enterprise

Fine-tuned models

* Fine-tune GitHub Copilot to better
understand and align with your i {(
organization's unigue coding practices

o Enhance library and API knowledge
o Specialized languages
o Adapt to evolving codebases

* Only accessible to your org




Language-specific LLM Fine-tuning

* |dentify most impactful language opportunities to improve GitHub Copilot
o Beginning with C# and C++

e How can we improve the underlying LLM to improve GitHub Copilot performance on a
specific language?
o Data engineering
o Fine-tuning methodology



Contextualization

O B]og Changelog Docs Customer stories Q Try GitHub Copilot Contact sales

AI&ML ~ Developer skills ~ Engineering Enterprise software - News & insights Open Source Security -

* Language-specific contextualization

Improving GitHub Copilot Completions in
VS Code for C++ Developers

* Project-wide RAG

GitHub Copilot co ompletions are autocomplete-stye suggestions that appear
inline as you code. Until today, they have used context from your
or to inform the suggestion that . However, we know
ns. Our t has made
changes to the and the n VS Code to
ensure that other relevant C++ context — like available types and methods — are also

provided to Copilot completions.

When you use the latest version of the C/C++ ext ion and the GitHub Copilot
extension together in VS Code, di eferenced header fi i utomatically

suggestions.

To get started, make sure you're u
later and have an active GitH

Ourteam is
committed to C++ Copilot support in both Visual Studio and VS Code, and similar
support is coming to Visual Studio in Visual Studio 2022 version 17.12.

e more details in the C++ team blog




Next Edit Suggestions

* Can GitHub Copilot help make suggestions away from your cursor?

const enabled = const enabled =
git.repositories.length > 0 && git.repositories.length > 0 &&
(store.enabled || git.repositories[0]?.state.HEAD?.name == EXTENSION_NAME); (store.enabled || git.repositories[@]?.state.HEAD?.name == EXTENSION_NAME) &&
!config.denyBranches.includes(git.repositories[0]?.state.HEAD?.name);

o

Vi v viwn

updateContext(enabled, false):

un

s
get filePattern() { get denyBranches(): string[] {

return config().get("filePattern", "xx/x"); return config().get("denyBranches", []);
}, },
get pullOnOpen() { get filePattern()

return config().get("pullOnOpen", true);




Improvements to GitHub Copilot

e Offline evaluation is inherently difficult

1. COME UP WITH
NEW IDEA

2. CONVINCE PEOPLE

TS GOOD (3 Check Lhether

Z NEW DEA IS L T WOKS
1" pDOPTED

* A/Btesting: What do users prefer?

THE INVENTION OF CLINICAL TRIALS

Image from https://xkcd.com/2530



Thank you!
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