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Brief history of Al

1940s-50s: Gestation of Al
1950s-70s: Early enthusiasm and expectations
1960s-90s: Knowledge-based Al

1990s-Present: Al becomes scientific



1940s-50s: Gestation of Al
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1943: McCulloch and Pitts proposed the first neural 1950: Alan Turing published “Cmputing acery and
network for Boolean functions, modeled after a neuron. Intelligence” where he proposes an Al agenda and the

Turing Test.
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1950s-7/0s: Early enthusiasm and expectations (1/2)
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1956: The Dartmouth Summer Research Project on Al provided a
boost in interest. McCarthy coins term “Artificial Intelligence”.
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1956: Arthur Samuel’s checkers playing E}‘(\)/gram that used

reinforcement learning was shown on

to the public.



1950s-7/0s: Early enthusiasm and expectations (2/2)

1966-1972: Shakey the

1960-62: Bernie Widrow

and his student invent constad ®\ \*°°\ lg{é)r?ec;;lﬁaziﬁgsfirst

Adaline. ” 3 ®\ mobile robot that
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invents the Perceptron. about its own actions.




1960s-90s: Knowledge-based Al (1/3)

1960s: Interest in Al begins to wane.

Most Al systems were done on toy
examples and were not scalable to
large, complex problems.

The Perceptron was deemed

limited and funding was reduced
to almost nothing.




1960s-90s: Knowledge-based Al (2/3)
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1960s-90s: Knowledge-based Al (3/3)
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Expert systems were hard to build o
and maintain for two reasons: 3

T . They could not handle uncertainty. -~

™ 2.They could not learn from
experience. o

Thus, expert systems companies failed
to deliver on their promises and Al
research slowed down in a period
referred to as...




1990s-Present: AI becomes scientific (1/6)

R
1986: The return of neural
networks!

1. They are better suited for
the messy world k

2. They learn from data and
adapt their parameters




1990s-Present: AI becomes scientific (2/6)
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(k 1987-present: The failure of expert systems ledm

incorporation of:

PROBABILITY

instead of -

BOOLEAN
LOGIC




1990s-Present: AI becomes scientific (3/6)
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Al becomes scientific (4/6)
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1987-present: The failure of expert systems led to the
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1990s-Present: AI becomes scientific (5/6)
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200I- present: Big Data

The World Wide Web

facilitated a large data
- colllection of:

etext eimages evideos _

B\G .
e genomic data

DATA esocial networks
—

o click streams... q
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2011-present: Deep Learning

RECOGMTION A deep neural network (DNN) isa
neural network with multiple
DEEP NEVRAL layers and components with
NETWORKS billions of parameters.

Training them was possible

thanks to:

epowerful hardware
ebigdata
e algorithmic tricks
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1990s-Present: AI becomes scientific (6/6)




Ongoing Al Research

The future of Al needs to be governed by ethics:

Interpretability
Bias

Al education aiphabet.org




