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N the InfoSec Command Center...

Who are we?

About Synopsys About me:

* (Catalyzing the era of pervasive intelligence, * 20+ years of experience
Synopsys, Inc. (Nasdag: SNPS) delivers _ . ,
trusted and comprehensive silicon to ° 4 years of experience with Elasticsearch

systems design solutions, from electronic Started working with Cribl in October
design automation to silicon IP and system 2023 '

verification and validation. We partner

closely with semiconductor and systems Two kids
customers across a wide range of industries

to maximize their R&D capability and Afraid of horses
productivity, powering innovation today that

ignites the ingenuity of tomorrow.




HOW many
audit log entries
does it take to
install syslog?

48....




The scene of the crime.

Opportunities for data optimization:

Too many Too much Goals
moving parts: noise: and objectives:

* Duplicate data. * Improve event
- Irrelevant events. routing flexibility.

_ . * Simplify onboarding
Inconsistent field names. process.

* Incorrectly parsed logs.  Lessen workload and
* Docker containers. * Unnecessary fields. strain on SIEM.

- Ingest pipelines. * Improve data retention
SES-PIP and retrieval

* Beats agents.
* Logstash.

* Syslog server(s.)

« Custom apps / scripts.




Sizing up the suspects.

AKA why you need to size Elasticsearch events.

Understand pain points:

® Largest and smallest log sources. 7.43TB
|
® Percentage of ingest used by log sources. Total Amount Ingested

15,725,522,990

Total Documents Ingested

® Surprise shifts in ingest amounts or sizes.
Focus on high-use, high-impact logs:
* Cut out the noise.

* Decrease Elasticsearch storage and compute
requirements.

Execs love numbers:

* Storage Savings in Percentages.

logs-filebeat 43778 10,221,589,943
logs-auditbeat 2.0778B 3,632,595,811

logs-winlogbeat 993.34 GB 1,871,337,236

* Cost savings in actual dollar amounts.
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How to Size Elastic events.

Considerations.

Elasticsearch compression matters.

Mapper-size plugin not enabled by
default.

Logs need time to marinate.

Self-managed Elasticsearch clusters
may require a rolling restart to apply.

Single document & Surrounding documents

Table JSON

Actions Field Value
ABb46Y8B3tKeEGSuUoYX

filebeat-8.12.2-2024.06.05-

©2024. Synopsys, Inc. All rights reserved
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How to Size Elastic Events

Install the plugin

Self-Managed:

* Plugin must be installed on every node:
https://www.elastic.co/guide/en/elasticsearch/plugins/cu
rrent/mapper-size.html

* Each node must be restarted:
https://www.elastic.co/guide/en/elasticsearch/reference/
current/restart-cluster.html

Elastic Cloud:

* Plugin installed as an extension:
https://www.elastic.co/guide/en/cloud/current/ec-
adding-elastic-plugins.html

° No restart required.

[chanda@elast
Jusr/share/el
[chanda@elast
= Installing
— Downloadin

[
— Installed

— Please rest]

[chanda@elast

icl elasticsearch]$ pwd
asticsearch
icl elastlcsearchjslsudo ./bin/elasticsearch-plugin install mapper-size I
mapper-size

q

sudo ./bin/eleasticsearch-plugin install mapper-size

©2024. Synopsys. Inc. All nahts reserved

Summary

Name My deployment
: e 360 GB
= Elasticsearch

Hot data and Content tler  in
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COPYRIGHT ©2024 CRIBL, INC. ALL RIGHTS RESERVED




COPYRIGHT ©2024 CRIBL, INC. ALL RIGHTS RESERVED




What we were able to learn.

Here at Synopsys.

Ingest Changes - Log Sources
Hot Tier (5 days) 18.00

Warm Tier (60 days) 216.00
Cold Tier (300 days 1,080.00

Total Storage Savings (TB) 1,314.00

*Assuming 10 TB/day ingest at 30% compression

Active Directory Zscaler

0

1/24/2023 3152023 542023 6232023 &12/2023 10/1/2023 11/20/2023 1/92024 2728/2024 4/18/2024
Average Event Size « Total Daily Events Ingested = Removed via Dediplication Log Sources Cribl Migration Begins
----Bytas Ingest - Trending —— Bytes Ingested 0g Sources - Trendip~
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Migrating from A to Zscaler

From Syslog, Filebeat, Logstash and chaos!

Tricky log source: The plan:
° Logs can only be shipped via TCP. Enable Cribl Syslog source.

° Extremely high-volume logs. Redirect logs to Cribl.

° Original configuration not ideal. Parse Logs (Thank you, Zscaler Pack!).
® 24-hour+ delays hitting SIEM. Send logs to SIEM.

® Logs getting dropped. Go out for happy hour.




Migrating from A to Zscaler

The best-laid plans...

So what happened?

* TCP Pinning

° Backpressure!

° NSS Server hits capacity
° Logs start dropping!

v

What else did we try?

oo T
aradrTeT Tl

- Ll + i~
u|L| Crir '\J|U\_\.—..)..)||16-

* /scaler to Filebeat to Cribl Elasticsearch source.

Room for improvement:
® Cribl parsing too slow.

® Periodic parsing failures.

® Still experiencing 2-3 hour delay.
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Migrating from A to Zscaler

Almost there!

Remove null or “None” values.
* Parser w/ Fields filter.

Pipeline diagnostics - TEST-parser

Pipeline Profile

* 65.8ms per 100 events.

° Using Mask + Parser w/o filter.

* 9.88ms per 100 events.
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Migrating from A to Zscaler

Going strong!




Migrating from A to Zscaler

Final Verdict

« Used Filebeat to handle initial TCP-based workload
« Discovered some events dropping at NSS server level
* ViaCribl :
« Removed unnecessary fields to decrease total event size

« Used Suppression & Redis to drop duplicate events

« Decreased parsing time per 1000 events from 2.3 seconds to
400 ms.




So how did we do?

48% 75%

48% fewer 57% average 75% less
Zscaler events smaller storage required
sent to SIEM. event size. for Zscaler logs.




Recommendations:

Do this, not that.

Understand Get rid of
TCP pinning. the noise!

* Cribl Syslog source * Drop unnecessary fields
now improved. and events.

* Focus on actual
useful data.

)\

N

Don’t be afraid
of Redis!

* Duplication reduction.
* Accurate aggregation.

* Easy tool to configure!




Thank you!

@Chanda Pulliam in Community Slack.




