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Abstract

Shadow is a phenomenon that degenerates image quality and
decreases the performance of downstream vision algorithms.
Despite the fact that current image shadow removal methods
have achieved promising progress, many of them require an
externally obtained shadow mask as a necessary part of the
input data, which not only introduces additional workload
but also leads to degenerated performance near the shadow
boundary due to the inaccuracy of the mask. Some of them
do not require the shadow mask, however, they need to si-
multaneously consider the restoration of the brightness and
color information along with the preservation of the texture
and structure information inside the shadow region without
external clues, which poses highly ill-posedness and makes
the results prone to artifacts. In this paper, we propose Pol-
ShaRe, the first Polarization-guided image Shadow Removal
solution, to remove shadow in a mask-free manner with fewer
artifacts. Specifically, it consists of a two-stage pipeline to re-
lieve the ill-posedness and a neural network tailored to the
pipeline to suppress the artifacts. Experimental results show
that our Pol-ShaRe achieves state-of-the-art performance on
both synthetic and real-world images.

Introduction

Shadow is a frequently occurring phenomenon present in
natural images when the light is partially or completely
blocked in a certain region. The existence of shadow degen-
erates the image quality with color and brightness degrada-
tion, which would decrease the performance of downstream
vision applications and lead to poor photography experience
of users. Unlike the common image enhancement tasks that
solve global degradation problems (e.g., dehazing and de-
raining in the whole image plane), shadow removal aims to
solve a spatially non-uniform partial degradation problem
(i.e., recovering the original pixel values inside the shadow
region), posing unique challenges (Guo et al. 2023a,b).
Early works (Tian and Tang 2011; Guo, Dai, and Hoiem
2012; Yang, Tan, and Ahuja 2012; Khan et al. 2015) use
priors from image statistics to solve this problem. However,
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their applicability is limited since they are based on time-
consuming numerical optimization. Recently, deep-learning
has been introduced to handle it with higher efficiency, by
adopting deep neural networks with different architectures
(e.g., CNN (Li et al. 2023; Niu et al. 2022; Wan et al.
2022), GAN (Liu et al. 2023a,b; Zhang et al. 2020), vision
Transformer (Guo et al. 2023a), and diffusion model (Guo
et al. 2023b)) to extract image features from a large amount
of training data. Despite that these learning-based methods
could produce plausible results, they still encounter two key
issues: (1) Dependency on the shadow mask: As shown in
Fig. 1 (a), many of them require a shadow mask as a neces-
sary part of the input data (Li et al. 2023; Niu et al. 2022;
Wan et al. 2022; Liu et al. 2023a; Guo et al. 2023a,b), while
obtaining the mask usually relies on external shadow de-
tection or manual annotation approaches, introducing addi-
tional workload; besides, as mentioned in (Guo et al. 2023b),
since the externally obtained mask is always not that accu-
rate, their performance would degenerate near the shadow
boundary. (2) Artifacts inside the shadow region: there are
also some methods do not require the shadow mask (Liu
et al. 2023b; Zhang et al. 2020), however, the problem they
face is highly ill-posed since it requires to simultaneously
consider the restoration of the brightness and color informa-
tion along with the preservation of the texture and structure
information inside the shadow region without external clues,
making the results prone to artifacts (e.g., false color and
less-distinctive textures, as shown in Fig. 1 (b)).

In this paper, we analyze the shadow image formation
model, and propose Pol-ShaRe, the first Polarization-guided
image Shadow Removal solution, as shown in Fig. 1 (c). By
exploiting the priors in both the intensity and polarization
domains to indicate the per-pixel shadow confidence, our so-
lution can get rid of the dependency on the shadow mask.
It consists of a processing pipeline and a neural network
tailored to the pipeline. To relieve the ill-posedness of the
problem, we design the pipeline to be two-stage to explicitly
decouple the restoration of the brightness and color infor-
mation from the preservation of the texture and structure
information, by reformulating the shadow removal prob-
lem into two consecutive guided information reconstruction
problems. Specifically, under the guidance of the priors, the
first stage aims to reconstruct the total intensity modulated
by the degree of polarization of the incoming light to the



Shadow
mask

Obtain shadow
mask externally

TBRNet

Shadow image

Shadow image Polarization guidance

Ours

Figure 1: (a) Many shadow removal methods require an externally obtained shadow mask (e.g., Inpaint4Shadow (Li et al.
2023)), which not only introduces additional workload but also leads to degenerated performance near the shadow boundary
due to the frequently occurring inaccuracy of the mask. (b) There are also some methods that do not require the shadow mask
(e.g., TBRNet (Liu et al. 2023b)), however, they tend to suffer from artifacts inside the shadow region, such as false color and
less-distinctive textures. (c¢) Our Pol-ShaRe can remove shadow in a mask-free manner with fewer artifacts thanks to the extra
information provided by the guidance of polarization from the DoP (degree of polarization).

sensor, which not only encodes distinctive texture and struc-
ture information but also has better resistance to shadow;
the second stage aims to reconstruct the shadow-free im-
age using the recovered modulated total intensity as an extra
guidance, focusing on the brightness and color information.
To suppress the artifacts inside the shadow region, we de-
sign our network to be composed of dual domain prior fu-
sion (DDPF) and texture guided demodulation (TGD) mod-
ules by making full use of the physical properties lying in
the degradation procedure. To summarize, this paper makes
contributions by showing: (1) the first polarization-guided
image shadow removal solution exploiting the dual domain
priors from the shadow image formation model without the
dependency on the shadow mask, consisting of: (2) a two-
stage pipeline to relieve the ill-posedness of the problem, by
explicitly decoupling the restoration of the brightness and
color information from the preservation of the texture and
structure information; and (3) a neural network tailored to
the pipeline to suppress the artifacts inside the shadow re-
gion, by integrating physics-oriented modules fully taking
into account the degradation procedure.

Experimental results show our Pol-ShaRe achieves state-
of-the-art performance on both synthetic and real images.

Related Work

Image shadow removal. Early works attempted to solve
this problem by adopting numerical optimization (Tian
and Tang 2011; Guo, Dai, and Hoiem 2012; Yang, Tan,
and Ahuja 2012; Khan et al. 2015) based on the pri-
ors from natural image statistics. With the development of
deep neural networks, learning-based methods have also
been adopted to handle this problem, showing higher ef-
ficiency. Generally, these learning-based methods could be
divided into three categories: supervised, unsupervised (or
weakly-supervised), and semi-supervised methods. Super-

vised methods usually achieve better performance in recov-
ering the original pixel values, by extracting image features
from a large amount of paired data. They adopt different
strategies, such as directly reconstructing the corresponding
shadow-free image (Guo et al. 2023b; Niu et al. 2022; Wan
et al. 2022; Zhu et al. 2022a; Chen et al. 2021; Cun, Pun,
and Shi 2020; Hu et al. 2019a; Liu et al. 2023c; Jin et al.
2024), explicitly learning the residual (Guo et al. 2023a; Liu
et al. 2023a,b; Yiicel et al. 2023) or multiplicator (Zhu et al.
2022b; He et al. 2021; Qu et al. 2017) (or both of them
(Zhang et al. 2020)) between the shadow and shadow-free
images, predicting the shadow parameters (Le and Samaras
2019), estimating and fusing multiple images with different
exposures (Fu et al. 2021) or gammas (Sen et al. 2023), treat-
ing the shadow removal task as an inpainting task (Li et al.
2023), etc. Unsupervised methods, which do not rely on any
paired data for training (Guo et al. 2023c; Liu et al. 2021b;
Le and Samaras 2021; Liu et al. 2021a; Hu et al. 2019b),
usually have better generalization ability and convenience.
Semi-supervised methods (Ding et al. 2019) adopt a com-
promise approach. They only use a small amount of paired
data during training, aiming to balance the performance
and generalization ability. However, since these methods are
image-based ones that cannot make use of the information
provided by other modalities (e.g., the polarization-relevant
parameters), they are more likely to encounter performance
bottlenecks.

Polarization-based vision. Polarization is an important
property of light in addition to its amplitude and phase, and it
has been widely introduced into the field of computer vision.
Recent polarization-based vision algorithms can be divided
into two categories: the first category aims to solve the high-
level vision problems, such as transparent object segmenta-
tion (Kalra et al. 2020; Mei et al. 2022), road scene anal-
ysis and understanding (Li et al. 2020; Liang et al. 2022),
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Figure 2: (a) When taking photos in outdoor scenes lit by daylight under sunny weather, the total intensity of the captured
image I mainly includes two components: the sunlight I**" and skylight I, (b) Shadow occurs when the sunlight is blocked
by the occluder in the background completely (causing umbra) or partially (causing penumbra). (¢) When shadow occurs, 1
degenerates into I*, which depends on the soft blocking matte k. (d) Piy and Poi: The priors in the intensity and polarization
domains respectively (both wy o are set to be 1 here for visualization). (¢) d and d*: the DoP (degree of polarization) of the
incoming light to the sensor without and with shadow respectively. (f) m and m*: the total intensity modulated by the DoP
without and with shadow respectively, which often have closer appearance to each other compared with I and I*.

car detection (Blin et al. 2019), etc.; the second category
aims to solve the low-level vision problems, such as shape
estimation (Ba et al. 2020; Lyu et al. 2023), inverse render-
ing (Dave, Zhao, and Veeraraghavan 2022), depth sensing
(Kadambi et al. 2017; Tian et al. 2023), image enhancement
(e.g., reflection removal (Lei et al. 2020; Lyu et al. 2022),
image dehazing (Zhou et al. 2021), color constancy (Ono
et al. 2022), and HDR reconstruction (Zhou et al. 2023a)),
etc. By modeling the formation of image in a polarization
perspective and fully using the unique information encoded
in the polarization-relevant parameters, these algorithms of-
ten achieve higher performance compared with the image-
based ones. Our Pol-ShaRe for the first time explores the
polarization guidance for solving the image shadow removal
problem, which belongs to the second category.

Method
Dual Domain Priors

Intensity domain. Considering the outdoor scenes lit by
daylight under sunny weather (denoted as I), there are
mainly two light sources: direct sunlight I**" and ambient
skylight I (Tian and Tang 2011), as shown in Fig. 2 (a).
Assume for a moment some occluders in the background
block the sunlight completely or partially in a certain region,
which cast shadow in the image plane (Tian and Tang 2011),
as sh?wn in Fig. 2 (b), the captured image can be described
as I*":

I* = k.o + Isky’ (1)

"We use the superscript * to mark the degenerated variable
(caused by shadow) throughout this paper.

where k € [0,1] is a soft blocking matte, and - denotes
element-wise multiplication, as shown in Fig. 2 (c). For a
certain pixel x, if k(x) = 1, x is in the shadow-free region;
otherwise, x is in the shadow region. The shadow region
can be further divided into the umbra region (k(x) = 0),
which is the inner area and often occupies a large part, and
the penumbra region (0 < k(x) < 1), which is near the
boundaries and often occupies a small part. According to
Eq. (1), we can see in the shadow region the brightness is
attenuated and I*Y accounts for a dominant proportion (i.e.,
I* would have similar properties to I**Y). Since the skylight
illumination often becomes bluish caused by Rayleigh scat-
tering in such a condition (Holstein 1999), the blue channel
is generally brighter than the other channels in the shadow
region (Huang et al. 2011; Inoue and Yamasaki 2020; Ono
et al. 2022). In short, I* usually satisfies both of the follow-
ing two common senses in the shadow region: (I) The pixel
values are relatively smaller. (II) The pixel values in the blue
channel are relatively larger than the other ones. Here, in-
spired by Ono et al. (2022), we adopt a weighting function
W(-) to turn the above common senses into an intensity do-
main numerical prior Pj,:

Pint = (Wl . W(Cl) + wo - W(C2))/(W1 + WQ), (2)

where C; = (1 —I§) - (1 — L) - (1 — I§) and Cy =
(2L — I§ — Ig)/(21h) are two conditions satisfied by
common senses (I) and (IT) respectively?, and wiz € [0,1]

ZAll pixel values are normalized to [0, 1], and the subscript
RGB and AVG denote the color channel index and the channel av-
erage respectively throughout this paper.



denote the weights which are learned parameters to refine
the quality of Pj,. A visual example can be found on the
left side of Fig. 2 (d), where both w » are set to be 1 here
for visualization. We can see that P;,, has similar boundaries
to the soft blocking matte k, and it could be used to indicate
the per-pixel shadow confidence for further shadow removal.
Details of W(-) can be found in the supplementary material.
Polarization domain. When placing a linear polarizer in
front of the camera, the captured polarized image I, can be
calculated using Malus’ law (Hecht et al. 2002):
I,=1-(1—-d-cos(2a —20))/2, 3)
where « € [0, 7] is the polarizer angle (the orientation of the
polarizer), d € [0,1] and € € [0, 7] are the DoP (degree of
polarization) and AoP (angle of polarization) of the incom-
ing light to the sensor respectively. Since the skylight illu-
mination tends to be more significantly polarized in outdoor
scenes lit by daylight under sunny weather (Sekera 1957;
Zhou et al. 2021), the overall DoP value in the shadow re-
gion is often relatively larger (Lin et al. 2006), as shown in
Fig. 2 (e). However, considering the fact that the DoP value
is often imbalanced across the three color channels due to its
strong correlation to the wavelength (Pust and Shaw 2012),
we could know that even in the shadow-free region there
could still be a great number of pixels with relatively larger
DoP values in one of the color channels. To avoid this is-
sue, we choose to compute the dark channel of the overall
DoP min(dg, dg, dj;) as the condition instead of using the
overall DoP d* itself. Similar to Eq. (2), we can obtain the
following prior in the polarization domain P p;:
Ppol = W(min(di§7 d?}v dE)) “
A visual example is shown on the right side of Fig. 2 (d).
As the dual domain priors (Pj,; and Pp,) become avail-
able, our solution can not only make use of the modality in-
formation of polarization, but also get rid of the dependency
on the shadow mask, reducing the workload and increasing
the robustness near the shadow boundary.

Two-Stage Shadow Removal Pipeline

We aim to reconstruct the shadow-free image I from the cor-
responding degenerated image I* under the guidance of the
DoP d*. To acquire d*, in addition to the unpolarized image
I, it requires at least two extra polarized images I7, , with
different polarizer angles o1 2. Note that 131‘2 can be easily
captured by placing a linear polarizer in front of the camera
with two different orientations. Here we first explain how to
acquire the DoP from these images. Rewriting Eq. (3), I,,
can be expressed as a linear combination of Sg ; 2:

I, = (Sp — cos(2a)S; — sin(2)S2)/2, where )

So=IS;=1I-d:cos(26),and S; =1-d -sin(20)
are called the Stokes parameters (Konnen 1985). From
Eq. (5) we can see that Sg 1 2 can be directly solved if we
have an unpolarized image and at least two polarized images
with different polarizer angles (or if we have at least three
polarized images with different polarizer angles). Then, the
DoP d could be acquired from Sg ;1 2 using:

d=/S?+82/S) =/S2+S2/L (6)

According to Eq. (2) and Eq. (4), Py and P, can be di-
rectly computed from I* and d*. However, despite that we
have the priors P;y; and P for guidance, reconstructing I
directly from its degenerated counterpart I* is still challeng-
ing due to the large appearance difference between them in
the shadow region (see Fig. 2 (a) and (c)). This is because in
the shadow region, the pixel values of I* are usually much
smaller compared with I (i.e., k - I*" < I*"" in most pixels,
aligning with the fact that the umbra region often occupies a
large part). Prominently, we notice the total intensity modu-
lated by the DoP, denoted as m, which can be written as

m=d-I=,/S?+82, (N

has some attractive properties: It not only contains distinc-
tive texture and structure information (e.g., the object con-
tours and edges are salient) due to the differential nature
of Si2 (Zhou et al. 2023b), but also has better resistance
to shadow (i.e., m and m* often have closer appearance to
each other compared with I and I*) since in the shadow re-
gion d* is often larger while I* is often smaller, resulting in
smaller numerical gap. To verify it, we perform simulation
on our synthetic dataset to quantitatively compute their mean
absolute errors (MAE) respectively. We find that the MAE
between m and m* is around 15 times smaller than I and I*.
A visual example can be found in Fig. 2 (f). Therefore, we
design our pipeline to be two-stage where m serves as the
intermediate bridge. Specifically, our pipeline reformulates
the shadow removal problem into two consecutive guided
information reconstruction problems: (I) restoring m from
m™ under the guidance of Py and P, focusing on the
texture and structure information; (I) recovering I from I*
under the guidance of P;, and P along with the restored
m, concentrating on the brightness and color information.

In this way, the restoration of the brightness and color in-
formation is explicitly decoupled from the preservation of
the texture and structure information, which relieves the ill-
posedness of the problem.

Network Module Designs

Overall architecture. We design a network tailored to our
pipeline, as shown in Fig. 3. Given three degenerated po-
larized images I7, | , instead of directly feeding them into
the network, we pre-compute the degenerated total intensity
I* and its modulated version m*, along with the priors in
both the intensity and polarization domains (Pjy and Ppq
respectively). In the first stage (f;), we first adopt a fea-
ture extraction (FE) block and a dual domain prior fusion
(DDPF) module to extract features and obtain cross-domain
priors from m* along with P;,, and P, respectively, then
concatenate the features and process them using a backbone
network (BN) to learn the residual between m* and m. This

stage can be written as
m = fl (m*7Pinl7Ppol) (8)
= BN(CAT(FE(m™), DDPF(Pjy, Ppol))) + m™,

where CAT is channel concatenation. In the second stage
(f2), we first adopt another FE block and another DDPF
module to process I* along with P;,; and P, respectively,
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Figure 3: Architecture of our network tailored to our two-stage shadow removal pipeline.

and use a feature fusion (FF) block and a feature downsam-
pling (FD) block to fuse and downsample the concatenated
features into the semantic features F', then cascade 6 tex-
ture guided demodulation (TGD) modules to process F un-
der the guidance of the texture features F extracted by an
FE block and an FD block from the restored m, and use a
feature upsampling (FU) block to recover 1. This stage can
be written as

I= fg (1*7 Pim, Ppoh m) = ];:"U(T(}I)S(]:—“S7 Ft)), (9)
where TGDs denotes the cascaded 6 TGD modules, and

F, = FD(FF(CAT(FE(I*), DDPF(Piy, Ppor))))

F, = FD(FE(m))

(10)

Information about layer and training details can be found in
the supplementary material.

Dual domain prior fusion. Despite that both P;, and
Ppol can independently indicate the shadow confidence, we
should not simply concatenate them and extract their fea-
tures jointly. This is because they belong to different do-
mains so that the same value in Pj, and Pp, would usu-
ally correspond to different degrees of shadow degeneration.
Besides, the outliers (i.e., the pixels with erroneous shadow
confidence scores) would always exist in both P, and P,
making the features hard to be extracted in a joint manner.
Fortunately, we have observed that Pj, and P, have com-
plementary characteristics: Py, usually have smaller values

while Py, usually have larger values, and the outliers in Py,
tend to be in the shadow region while the outliers in Pp
tend to be in the shadow-free region (see Fig. 2 (d)). To this
end, we propose a dual domain prior fusion (DDPF) module
to fuse the priors in both the intensity and polarization do-
mains. As shown in Fig. 3 (top right), we first use two FE
blocks to extract their domain-specific features Fiy and F
respectively, and then adopt a mutual attention mechanism
to handle each other’s outliers by fully exploiting their com-
plementary characteristics to bridge the domain gap. This
mechanism adopts two attention gates (AG) (Oktay et al.
2018) to reweight one of Fjy and Fp, with the other one
serving as the gating signal for emphasizing the domain cor-
relations, and then use an FF block to further refine the con-
catenated features for obtaining cross-domain priors Fpor.
The working flow of the DDPF module can be described as

Fprior = DDPF(Pinh Ppol)
= FF(CAT(AT(Fim; Fpol)a AT(Fpola Fint)))7
where Fiy, = FE(Piy), Fpoi = FE(Ppa1),

(11)
and AT (Vinput, Vaating) denotes the attention gate that aims
to reweight Vippu With Vguing serving as the gating signal.
With the high-fidelity cross-domain priors Fq, available,
both two stages can benefit from the useful shadow clues

encoded in them, improving the generalization ability to un-
seen shadow patterns.
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Figure 4: Examples of shadow removal results using our method and current ones (Inpaint4Shadow (Li et al. 2023), ShadowD-
iffusion (Guo et al. 2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu et al. 2023a), and TBRNet (Liu et al. 2023b)) on
synthetic data. We zoom-in the red box regions below each image. More examples can be found in the supplementary material.

Texture guided demodulation. Since the second stage
aims to reconstruct I with the help of m, which is similar
to dealing with a signal demodulation problem (see Eq. (7)
for the relationship between m and I, an effective approach
should be proposed to ensure that m could provide tex-
ture guidance uniformly across the entire spatial domain.
Besides, the modality misalignment should also be taken
into consideration due to the sparsity difference between
them. Therefore, we propose a texture guided demodulation
(TGD) module to acquire high-quality guidance from m and
overcome the modality misalignment, by explicitly perform-
ing demodulation-like operations in the latent space. And
we propose to cascade 6 TGD modules to simulate the pro-
cedure of multiple rounds of iterative demodulation. Con-
cretely, for the j-th TGD module, as shown in Fig. 3 (mid-
dle right), denoting the guiding signal as Ffop (which comes
from the top FD block, i.e., it is always set to be the tex-
ture features F) and the input signal as Fy,;, (which comes
from the left FD block if j = 1 else the (5 — 1)-th TGD
module), we first use two FE blocks to extract their features
respectively and adopt an FF block to fuse the concatenated
features into a demodulation operator F}, then apply a mul-
tiplier block M along with a bias block B to F} to estimate
a multiplier a’ and a bias b’ respectively, and finally use a’
and b’ to demodulate Fy.;,. Denoting the output of the j-th

TGD module as F’

Jemod> its Working flow can be described
as

F(Jiemod = TGD(Ffeﬂ’ thop) = aj ’ Fi]eft + bj

where a’ = M(F?), b/ = B(FY), (12)
and F) = FF(CAT(FE(FL,), FE(FY,))).

Thanks to the demodulation-like operations, our network is
not only adept at adjusting the brightness and color, but also
capable of preserving the fine-grained texture details inside
the shadow region with fewer artifacts.

Loss function. The total loss function of our network L
consists of two terms: modulation loss Loq and image loss
Limg, which is defined as

L(m7 mgb I7 Igt) = Lmod(m7 mgl) + ﬁLimg(:I:? Igt)) (]3)

where (3 is empirically set to be 0.1, the subscript gt denotes
the ground truth, and both Ly, and Liy, are defined as the

following basic loss function (here we use v and vy to de-
note the input and ground truth variables respectively):

Lbasic(v, Vgt) = ﬂlLl(Va Vgl) + 62L2 (V7 Vgt)

14
+ B3 Lpere(V, Var) + BaLgraa(V, Vi), (19

where L1, Lo, Lpere, and Lyraq denote the £q, 2, perceptual,
and gradient loss (¢ loss in the gradient domain) respec-
tively, and 3 2 3 4 are empirically set to be 10, 100, 0.1, and
10 respectively. The perceptual 10ss Lper is defined as the
5 loss computed using the feature maps of VGG’ 3 convo-
Iution layer of VGG-19 network (Simonyan and Zisserman
2014) pretrained on ImageNet (Russakovsky et al. 2015).

Experiments
Evaluation on Synthetic and Real Data

We compare our results to five latest learning-based shadow
removal methods, including four methods that require an ex-
ternally obtained shadow mask as a necessary part of the in-
put data (Inpaint4Shadow (Li et al. 2023), ShadowDiffusion
(Guo et al. 2023b), ShadowFormer (Guo et al. 2023a), and
DMTN (Liu et al. 2023a)), along with a method that does
not require the shadow mask (TBRNet (Liu et al. 2023b)).
To show that polarization could provide better guidance than
shadow masks, in our experiments on synthetic data, we
offer the ground truth masks (which are crafted from the
ground truth k using binarization) to the compared methods.
In such a setting, the compared methods can reach their the-
oretical performance upper bounds which cannot be reached
practically due to the imperfection of the externally obtained
mask. All compared methods are retrained on our synthetic
dataset for a fair comparison. Information about our syn-
thetic dataset can be found in the supplementary material.
Visual quality comparisons on synthetic data are shown in
Fig. 4. Our result resembles the ground truth more closely,
while the compared methods fail to restore the brightness
and color information; besides, the compared methods tend
to yield blurry texture details in the shadow region, destroy-
ing the image structures. This is because our method can
make full use of the polarization property of light to reduce
the ill-posedness, while the compared methods cannot. We
also adopt PSNR, SSIM, and RMSE (the root mean square
error in the LAB color space) to evaluate the results on syn-
thetic data quantitatively, following the previous works (Li
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Figure 5: Examples of shadow removal results on real data. See the caption of Fig. 4 for explanation. More examples can be

found in the supplementary material.

Shadow region

Shadow-free region All pixels

PSNR? SSIMt RMSE| PSNR{ SSIM{ RMSE| PSNRt SSIMT RMSE]

Input image 18.81 0.917 41.57
Inpaint4Shadow (Li et al. 2023) 31.02 0.978 11.27
ShadowDiffusion (Guo et al. 2023b)  29.93 0.967 11.54
ShadowFormer (Guo et al. 2023a) 32.92 0.985 10.63
DMTN (Liu et al. 2023a) 30.69 0.974 11.38
TBRNet (Liu et al. 2023b) 29.74 0.961 12.06
Ours 34.68 0.990 9.648

3143 0.986 0.973 18.49 0.913 8.423
34.56 0.989 2.319 30.49 0.957 4.105
33.18 0.986 3.082 29.21 0.951 4.326
35.21 0.990 2.016 31.16 0.973 3.237
35.69 0.992 1.961 30.78 0.971 3.451
32.89 0.984 3.104 29.13 0.950 4414
36.44 0.993 1.938 32.24 0.981 2.858

Table 1: The quantitative results of shadow removal using our method and current ones (Inpaint4Shadow (Li et al. 2023),
ShadowDiffusion (Guo et al. 2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu et al. 2023a), and TBRNet (Liu et al.

2023b)) on synthetic data.

PSNRT SSIM{ RMSE]|

W/o polarization 27.83 0.934 5.104
W/o priors 28.75 0.952 5.061
Mask instead of P, 30.06 0.952 4.293
Single stage 29.06 0.964 4.933
W/o DDPF 31.48 0.977 3.136
W/o TGD 30.92 0.970 3.812

Our complete model ~ 32.24 0.981 2.858

Table 2: Quantitative evaluation results of ablation study.

et al. 2023; Guo et al. 2023b,a; Liu et al. 2023a,b). Results
are shown in Tab. 1. Our method consistently outperforms
the compared ones on all metrics. Computational complex-
ity analysis can be found in the supplementary material.

To demonstrate the generalization ability, we capture sev-
eral real images containing shadows. Qualitative results are
shown in Fig. 5. We can see that our method can output
clearer images with less false color. For example, the color
of the wall tiles is correctly recovered by our method, while
other methods tend to produce yellowish results. This is be-
cause our Po-ShaRe take advantage of the modality infor-
mation of polarization, while the compared methods cannot.

Ablation Study

We conduct a series of ablation studies to verify the valid-
ity of each design choice. First, we show the significance of
using polarization information by modifying the network to
a single-image shadow removal network (W/o polarization).

Besides, we show the effectiveness of the priors by not ex-
plicitly extracting them (W/o priors) and using the shadow
mask to substitute P, (Mask instead of Py, ). Then, we
verify the necessity of our two-stage pipeline by compar-
ing with a model that reconstruct I in a single stage with-
out estimating m (Single stage). In addition, we show the
importance of our DDPF and TGD modules by substituting
them with convolution layers (W/o DDPF and W/o TGD).
As shown in Tab. 2, our complete model achieves the first
performance.

Conclusion

We propose Pol-ShaRe, the first polarization-guided image
shadow removal solution. By exploiting the dual domain pri-
ors from the shadow image formation model, it can remove
shadow in a mask-free manner. Specifically, it consists of
a two-stage pipeline that decouples the restoration of the
brightness and color information from the preservation of
the texture and structure information, and a network tailored
to the pipeline that integrates physics-oriented modules.

Limitations. Our Pol-ShaRe may face challenges when
the prior in the polarization domain introduces incorrect
guidance. For instance, in indoor scenes illuminated by arti-
ficial light sources or outdoor scenes under adverse weather
conditions (e.g., rain, haze, or snow), the captured images
often do not conform to the assumptions we made about the
priors. Furthermore, since obtaining multiple polarized im-
ages requires multiple shots, performance may degrade due
to misalignment among the polarized images, limiting its ap-
plicability in dynamic scenes.
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About the Problem Scope and Usability

Our Pol-ShaRe aims to solve the very same problem as cur-
rent image shadow removal methods (Li et al. 2023; Guo
et al. 2023a; Liu et al. 2023a,b) (i.e., restoring image con-
tent only in shadow regions, which is a partial degradation
problem) under the guidance of polarization. As far as we
know, there is no existing polarization-based method can
do the same thing. The most relevant works could be the
following ones: Lin et al. (2006) proposed a polarization-
based method to separate the overlapping cast shadows and
enhance the contrast, however, it directly computes the de-
gree of polarization of the incoming light to the sensor and
treats it as the result of contrast enhancement, which can-
not recover the original pixel values and can only handle the
grayscale images; Reda, Shen, and Zhao (2019) proposed a
polarization-based method to enhance the images where all
pixels are in the shadow region with extremely low illumi-
nation, which solves a global degradation problem more like
low-light image enhancement.

Considering that current image shadow removal methods
(Li et al. 2023; Guo et al. 2023a; Liu et al. 2023a,b) pri-
marily address outdoor scenes lit by daylight under sunny
weather, due to the lighting conditions of existing datasets
(Qu et al. 2017; Wang, Li, and Yang 2018; Le and Samaras
2019), our Pol-ShaRe is also designed for such scenes to en-
sure practical usability. Regarding image capturing, our Pol-
ShaRe is as convenient as current shadow removal methods,
as capturing polarized images merely requires placing a po-
larizer in front of the lens.

About the Shadow Image Formation Model

Considering the outdoor scenes lit by daylight under sunny
weather, there are mainly two light sources: direct sun-
light and ambient skylight (Tian and Tang 2011). Denoting
their illumination spectral power distribution (SPD) as L(\),
L (\), and LY()) respectively (where \ is the wave-
length), the relationship between them can be written as

L(\) = LM(\) + L (). (13)

T Most of this work was done as a PhD student at Peking
University.

# Corresponding author.
Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Here, the sunlight component is often stronger (Tian, Sun,
and Tang 2009), i.e.,

L > LW (14)

holds for most cases. According to the photometric model
proposed by Tian, Sun, and Tang (2009), when taking photos
in such scenes, the total intensity of the captured image I can
be described as

I:/AL()\)«R()\)~Q(>\)d/\
= / (L(A) +LH () - R(V) - Q(A)dA
A

:/LS““(A)-R(A)-Q()\)dA+/LSky()\)-R()\)-Q(A)d)\
A A
— psun +Isky,

15)

where R()\) and Q(\) are the reflectance and camera sensi-
tivity function respectively, I**" and I denote the intensity
components of sunlight and skylight respectively.

About the Weighting Function Used for
Extracting Priors

The idea of designing a weighting function W (v) to filter
the pixels with relatively larger values in v is inspired from
Ono et al. (2022). Specifically, W(v) can be written as

1

W(v) = (1 + o=

(16)
where the hyper-parameters a and b are set to —50 and 0.08
respectively, which are the same as the ones used by Ono
et al. (2022). From Eq. (16) we can see for a certain pixel in
v, a larger value of W(v) indicates that the pixel has higher
confidence to be larger. And the effectiveness of the selec-
tion of the hyper-parameters is verified by Ono et al. (2022).

Layer and Training Details
Layer details. Both the FE block, multiplier block, and bias
block are designed to be bottleneck blocks (He et al. 2016).

The FF block consists of a convolution layer and a squeeze-
and-excitation block (Hu, Shen, and Sun 2018). The FD
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Figure 6: Additional examples of shadow removal results using our method and current ones (Inpaint4Shadow (Li et al. 2023),
ShadowDiffusion (Guo et al. 2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu et al. 2023a), and TBRNet (Liu et al.
2023b)) on synthetic data. The close-up views of red box regions are displayed below each image.

block consists of two strided convolution layers to down-
sample the features. The FU block first adopts two trans-
posed convolution layers to upsample the features outputted
by the TGD module and estimates a multiplier and a bias
from them using a multiplier block and a bias block respec-
tively, and then performs demodulation-like operations on
I* to obtain the final output I. As for the backbone network
of the first stage, we choose the U-Net architecture (Ron-
neberger, Fischer, and Brox 2015) due to its excellent per-
formance on dense prediction tasks. Instance normalization
(Ulyanov, Vedaldi, and Lempitsky 2016) and LeakyReLU

are added after each convolution layer.

Training details. We implement the network using Py-
Torch with 4 NVIDIA 1080Ti GPUs, and apply a two-phase
training strategy: first, training two stages for 100 epochs
respectively in an independent manner to ensure a stable ini-
tialization; then, finetuning the entire network in an end-to-
end manner for another 100 epochs. The batch size is set to
4, and the learning rate is set to 0.01. For optimization, we
use Adam optimizer (Kingma and Ba 2014) with 5; = 0.5,
B2 = 0.999.
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Figure 7: Additional examples of shadow removal results using our method and current ones (Inpaint4Shadow (Li et al. 2023),
ShadowDiffusion (Guo et al. 2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu et al. 2023a), and TBRNet (Liu et al.
2023b)) on real data. The close-up views of red box regions are displayed below each image.

Inpaint4Shadow (Li et al. 2023)  ShadowDiffusion (Guo et al. 2023b)  ShadowFormer (Guo et al. 2023a) DMTN (Liu et al. 2023a) TBRNet (Liu et al. 2023b)  Ours

Params (M) 239 55.5
MACs (G) 166.7 444.4

11.3 45.6 69.9 10.4
152.2 297.9 881.2 83.3

Table 3: Computational complexity analysis on synthetic data among our method and current ones (Inpaint4Shadow (Li et al.
2023), ShadowDiffusion (Guo et al. 2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu et al. 2023a), and TBRNet (Liu

et al. 2023b)).

More Information About the Synthetic Dataset

Considering the fact that there is no public dataset contain-
ing pairwise shadow and shadow-free images with polarized
observations, and existing benchmark datasets (e.g., SRD
(Qu et al. 2017), ISTD (Wang, Li, and Yang 2018), and
ISTD+ (Le and Samaras 2019)) do not contain any polariza-
tion information, we propose to generate a synthetic dataset
for network training. Here, for obtaining a large number
of polarized shadow-free images as the source data in a
more convenient manner, we choose to use a Lucid Vision
Phoenix polarization camera (RGB) instead of a linear po-
larizer to capture outdoor scenes lit by daylight under sunny

weather, since the polarization camera can take four images
with different polarizer angles (0°, 45°, 90°, and 135°) at
a single shot. Note that in practical applications, our Pol-
ShaRe does not require a polarization camera, and we only
need to place a polarizer in front of the lens and rotating it
for obtaining multiple polarized images.

After capturing, we can directly obtain I, d, and m using
Eq. (5), Eq. (6), and Eq. (7) in the main paper as the ground
truth for supervision. Then, we adopt the rendering-based
simulation approach proposed by Inoue ef al. (Inoue and
Yamasaki 2020) to synthesize I* as the input image from I
with different shadow patterns by generating different k, and



generate reasonable polarization-related parameters accord-
ing to the statistics of outdoor illumination (Sekera 1957;
Kupinski et al. 2019) to obtain d* as the input guidance.
Besides, we add noise to better simulate the real situation.
Specifically, we capture 100 different scenes in total, and we
randomly split them into two parts that contain 90 and 10
scenes for making the training and test sets respectively. For
each scene in the training (test) set, we randomly generate
90 (10) different shadow patterns so that the training (test)
set contains 8100 (100) different images finally. The images
are resized and cropped to 400 x 400.

More Results on Synthetic Data

In this section, we provide additional examples of shadow
removal results using our method and current ones (In-
paint4Shadow (Li et al. 2023), ShadowDiffusion (Guo et al.
2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu
et al. 2023a), and TBRNet (Liu et al. 2023b)) on synthetic
data, as shown in Fig. 6.

Computational Complexity Analysis

In this section, we evaluate the computational complexity
of our method and current ones (Inpaint4Shadow (Li et al.
2023), ShadowDiffusion (Guo et al. 2023b), ShadowFormer
(Guo et al. 2023a), DMTN (Liu et al. 2023a), and TBRNet
(Liu et al. 2023b)) on our synthetic test dataset using a single
NVIDIA 4090 GPU, as shown in Tab. 3.

More Results on Real Data

In this section, we provide additional examples of shadow
removal results using our method and current ones (In-
paint4Shadow (Li et al. 2023), ShadowDiffusion (Guo et al.
2023b), ShadowFormer (Guo et al. 2023a), DMTN (Liu
et al. 2023a), and TBRNet (Liu et al. 2023b)) on real data,
as shown in Fig. 7.
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