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One of the challenges that faces our Society of
General Psychology is to know who we are in terms
of our specific interest areas as well as our interest
in “General Psychology”.  This led me to lookup the
degree to which our members are also members of
other divisions of APA and the degree to which
other divisions’ members are members of Society of
General Psychology.  I thought the results were of
sufficient interest that I want to share them with you.
Approximately 10% of our members also belong to
each of the Divisions 2 (Teaching), 3 (Experimen-
tal), 8 (Personality and Social), 12 (Clinical), 26
(History), 29 (Psychotherapy), and 42 (Independent
Practice).  Reciprocally, 10% (or more) of the mem-
bers of Divisions 2 (Teaching), 3 (Experimental), 6
(Behavioral Neuroscience & Comparative), 10
(Arts), 21 (Applied Experimental & Engineering), 24
(Theoretical & Philosophical), 26 (History), 34
(Population & Environmental), and 52 (Interna-
tional) belong to the Society of General Psychol-
ogy.  Clearly, the members of Division 1, the Society
of General Psychology, are diverse in focal inter-
ests while maintaining their commitment to one
psychology as a whole.  Should we be surprised by
this?  No, I think not; consider that we all went to
school together and were trained in a common
epistemology.

One thing that makes overlap of members espe-
cially interesting is that there are many who are
always trying to divide psychology and psycholo-
gists into “camps”.  For example, Carol Tavris
recently wrote in the Chronicle of Higher Education
that groups within APA are at war with each other.
I think that is false.  It is true that those who are in
salaried positions—as epitomized by academic re-
searchers—and those who are entrepreneurial—
as epitomized by those in independent
practice—do want and expect different things from
APA, their national organization, in helping them
hold onto and advance their psychological activi-
ties.  So they do have conflicts about how APA
should use its resources to advance the public
image of psychologists and psychology, to whom
these efforts should be directed, and even how
training should be construed.  But this is different
from being at war with each other, and the root is in

economics and not in psychology.   Indeed, the war
is between psychologists offering psychological
services and non-psychologists purporting to offer
psychological services, for examples, in treatment
of anxiety disorders it is clinical psychologist ver-
sus aroma therapists (or others who may or may not
be degreed but are not psychologists), or in setting
up behavioral screens for potential anxiety drugs it
is between experimental psychologists and neuro-
scientists not trained in behavioral methods.  In
both cases, the inexpert are intruding upon the
domains of the expert—and nobody likes that.

Not only are practitioner and experimental psy-
chologists not in different camps, but they comple-
ment each other. NIH funds university researchers
primarily in hopes of eventually finding new prin-
ciples for developing better diagnoses and treat-
ments.  The practicing clinician finds phenomena
that need principled understanding and pose chal-
lenges to research; for example, they may find that
some unusual treatment works (and can in fact be
empirically validated such as EMDR) but the prin-
ciple remains elusive and awaits experimental dis-
covery (probably ‘exposure’ as I read the current
literature: e.g., Shepherd, Stein, Milne, 2000,
Psychol Med, 30, 863-871).  It is this interplay that
has advanced our field in clinical practice, in hu-
man factors, in testing and evaluation, in educa-
tion, etc., and was foundational in the commitment

to the Boulder model of training.  Commitment to

that model may be waning and perhaps for good

reasons; I cannot be certain, and, thus,  I retain my

commitment to the Boulder model.  My recently

deceased colleague, Paul Meehl, was the perfect

example the Boulder-type psychologist and the

mutual enrichment and real gains for psychology

as a whole that arise from the interplay among real

world phenomena, experimental data, and theory.

Would that I could emulate him more closely.

One very difficult (indeed “taboo”) area of dis-

agreement that is important has to do with persons

trained in our Psychology Departments who termi-

nate their training with a Master’s degree.  While

APA struggles with maintaining its membership,

Messages from

Society President Overmier
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there are some 270,000 MA persons from Psychol-
ogy Departments that are employed in the USA
(federal data).  But these Masters level (MA) per-
sons are not afforded full membership in APA, nor
encouraged to join, nor served well— while at the
same time APA now solicits college and even high
school students as affiliates.  This seems strange to
me!  The reasons behind this are those economic
ones I have mentioned above.  Many worry that
Masters level psychologists compete with the PhD
level psychologists in the providing of services.  To
reduce the competition, CAPP proposed and APA
has long endorsed efforts to prevent Master level
persons from (1) becoming full members of APA
and (2) from being licensed as “psychologists”.
This is called the protection-of-title.  Oddly, APA
has not pursued the protection of scope-of-practice,
which one would presume could be reasonably
divined from the differences in training and levels
of expertise.  [Scope-of-practice protection is what
physicians have, and it is this they use to differen-
tiate themselves from physician assistants, among
others.]   I certainly agree and support differentiat-
ing practices of PhDs and MAs, and I accept the
PhD level as that required for full independent
practice.  However, somehow, membership in APA
and licensing have become conflated issues. They
need not be, and indeed there are advantages to all
in separating these issues.  While some of APA’s
members may see advantages to current policy,
others—primarily the academic and science mem-
bers—perceive disadvantages.  While the federal
tables are organized in less than perfect ways, it
appears that about 50% of the MA psychologists
(and perhaps two thirds —depending on how one
reads the tables) are not involved in providing
clinical services, but rather employed in manage-
ment, industry, R&D, consulting, educational insti-
tutions, and government.  And, these are valued
colleagues in using psychology to solve real world
problems.  The real threat to psychology and its
quality practice is from other professions (e.g., So-
cial Work, among others) whose members purport
to offer services (at the MA or even lower levels!)
that can substitute for those provided from a psy-
chologists’ skill and knowledge. And, this is what
we should strive to prevent.  Can we— trained and
degreed in psychology— not become one family to
work together to defend PSYCHOLOGY (written
large) and all it has to offer across its full spectrum
to increase human success and functionality,
health, mental health, education, happiness, and
general welfare. Together, respecting our differ-
ences, we could be stronger and do more for all.

Dear Colleagues in Division 1.

Alan Boneau has informed me that he wishes after
many years of service to the Division to give up his
responsibilities and pass them on to another. 
Alan is the Editor of our division newsletter, THE
GENERAL PSYCHOLOGIST, which appears 3
times per year carrying to our members news of the
division and its activities, news of the division’s
annual program, and—to my reading—some im-
portant, insightful, and fun papers by members
(and sometimes about them—if you read the inter-
view with Corsini). I have saved some of the indi-
vidual papers for my reference for years; I found
Greg Kimble’s discussions of general psychology
especially insightful.   This newsletter is an im-
portant part of the division’s services to members
and key to retaining our members. It is also our
division’s voice to carry messages about the state
of psychology.  This job is both a responsibility
and an opportunity.

We need to identify from among our members,
candidates for the editorship of THE GENERAL
PSYCHOLOGIST.  We want someone whose vi-
sion and enthusiasm for general psychology can
be a lens for focusing on our activities and for
selecting (and soliciting) papers to appear in THE
GENERAL PSYCHOLOGIST.  Nominations are
now in order (including self nominations).

Please take this call very seriously and give some
thought to who might serve as the new editor.  If
you have a person in mind, you might also give
them a call to assess their willingness.

Ideally, Al would like to have the person on board
so that they could work together on the second
issue of this year, with transfer by the final issue. 
But other transition phasing may be possible if we
beg a bit.

Thank you for your help on this.

J.Bruce Overmier
Professor of Psychology
University of Minnesota
N-218 Elliott Hall
75 E River Rd.
Minneapolis, MN 55455
E-mail: psyjbo@umn.edu
Tel: 612-625-1835

Fax: 612-626-2079
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Every American university now maintains Human
Subjects Committees (called, for obscure reasons,
“Institutional Review Boards” or IRBs) that must
give prior approval before any faculty research
involving human subjects can proceed. This prac-
tice began in response to abuses in which medical
researchers put experimental subjects at risk with-
out first obtaining their free and informed consent.
I remember as a graduate student witnessing a
brain surgery in which, for reasons unrelated to the
patient’s epilepsy, an electrode was inserted three
times deep into an unaffected brain region, each
insertion doubtless destroying many brain cells
and their interconnections. A neurologist and the
neurosurgeon were doing a bit of informal experi-
menting, as physicians had done since Galen’s
time, usually with no lasting harm to their unsus-
pecting patients. But the practice plainly was
wrong and the IRBs have put an end to most of it.
They are also threatening to put an end to much
harmless and useful psychological research as
well. Indeed, much of the work reviewed in my The
Antisocial Personalities (1995) could not have
been done under the mindless, pettifogging scru-
tiny of an IRB, at least not the one that I was
dealing with fairly recently.

I wanted to ask inmates at Oak Park Heights
maximum-security prison to fill out the same per-
sonality inventory (Tellegen’s MPQ) that we had
administered to thousands of twins of all ages. I
was particularly interested in testing my predic-
tion that these inmates, once they have had six
months or so to adjust to prison routine, are prob-
ably as happy as they were before their last arrest,
due to the remarkable adaptability of Homo sapi-
ens. The warden and the State Corrections people
had approved the plan and the prison psycholo-
gist had volunteered to collaborate. It was agreed
that neither the individual scores nor who had or
had not been willing to participate would become
part of any inmate’s record. As the only incentive to
participation, I would provide each volunteer with

a computer-generated report of how his scores
compared with those of men in general, the same
sort of feedback that we have always used with
twins and other research subjects. It was a simple,
innocent, inexpensive little project that seemed to
me worth doing.

But my Human Subjects Committee were scandal-
ized! Prison inmates are vulnerable and must be
handled gently if at all. I will mention only one of
the loony “stipulations” demanded by the IRB be-
fore this project would be allowed to proceed. I was
informed by this committee of faculty colleagues,
professors of English, Architecture, Law, etc., and
chaired by a professor of Occupational Therapy,
that it would put these men “at risk” to inform them
of their scores “outside the context of individual
counseling.” That is, the only way I could provide
my inmate volunteers with the promised incentive
feedback would be to hire a licensed “counselor”
to meet with each felon privately to explain his
scores, to answer any questions, and to ensure
that learning he had scored higher on Aggression
than 76% of men in general did not cause him
lasting psychological injury. The consequence of
this fatuity, of course, was that the project was
stillborn.

We have known for some time that long prison
sentences do not act as a deterrent. (I must exclude
from that “we” those legislators who enacted bills
requiring long sentences for drug dealers, the only
effect of which upon the citizenry has been the
forced early-release of dangerous criminals to
make room for the dealers who are at once re-
placed on the street.) Most of us have also known
that prisons do not function as “reformatories.”
Reasonable people would have been interested to
learn that imprisonment beyond a year or so in a
well-run institution does not actually punish the
offender either-his human adaptability brings his
subjective well-being back to his genetic set-point
within about six months—and that the only func-

CAN PSYCHOLOGICAL RESEARCH

SURVIVE THE IRBs?
David Lykken

University of Minnesota
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tion imprisonment does serve is to keep dangerous
criminals off the street.

Even those professors on the IRB would have found
this interesting were it presented to them in a
different context. They are all intelligent, highly-
educated, well-intentioned people yet — given the
responsibility, and the authority, to regulate an
activity, which most of them know nothing about, in
a bureaucratic system where they are accountable
(to higher bureaucrats) for their errors of omission,
but not accountable at all to the persons regulated
for their errors of commission — they predictably
behave in a mindless, arbitrary, bureaucratic way.
If I were a younger man and realized what an
encumbrance and real threat this was to my cho-
sen profession and to me personally, I would feel
obliged to take up arms on this issue. I would
organize other victimized researchers, demand
audience with higher authority, and point out
some of the easy and obvious ways to remediate
the situation. For example, we should require ev-
ery IRB to be composed of faculty at least half of
whom actually do research with human subjects
and it would be particularly helpful if each pro-
posal had to be discussed ab initio in the presence
of the interested investigator.

Getting back to Oak Park Heights prison, Kenneth
Carlson, the prison psychologist, proceeded on his
own to collect MPQs from 67 men whose mean age
was 32 years. The median expected release date
for these inmates is the year 2030 and the average
length of time already served was 37 months. We
had previously collected MPQs also from more
than 850 male twins aged 30-33 and we used them
as a normal control group. The men in our inmate
sample had been convicted of serious crimes, 31 of
them for murder. Because the MPQ is a self-admin-
istered inventory and requires high school reading
skills, a considerable proportion of the inmate
population could not be sampled but there is no
reason to think that the participants differed tem-
peramentally from the nonreaders.

Anyone familiar with the realities of prison life
knows that some inmates are predictably violent
and dangerous while some are predictably pas-
sive or tractable. Figure 1 shows the profiles of the
22 inmates scoring highest and the 22 scoring
lowest on the Aggression scale of the MPQ, plotted
using the data from the noncriminal male twins as
norms. The most aggressive inmates are deviant
also on most of the other MPQ scales. They are
more than one SD below the normal mean on Well
Being, Achievement, and Social Closeness, the
traits that, with Social Potency, comprise the Posi-

tive Emotionality super-factor of the MPQ. The
aggressive inmates are more than one SD above
the mean on Stress Reaction (neuroticism) and on
Alienation, which, with Aggression, comprise the
Negative

Emotionality super-factor. And they are more than
one SD below the normal mean on Control (vs.
impulsiveness), and on Traditionalism, two of the
traits that comprise the Constraint super-factor.

The non-aggressive inmates, on the other hand,
yield essentially normal profiles except for that
low score on Aggression and an elevation on Harm
Avoidance (fearfulness). In spite of their confine-
ment in the same prison environment, these men
show great variability, one from another, not only
in personality but also in their tendencies to make
or to stay out of trouble in that environment.

Modern Prisons are not

“Places of Unremitting Pain”

More than 25 years ago, Haney, Banks, and
Zimbardo (1973) transformed the basement hall-
way of Stanford University’s Psychology Depart-
ment into a make-believe prison block where a
group of male student volunteers posed either as
inmates or as guards. Some of the “guards” be-
haved badly and some of the students “begged to
be released from the intense pains of less than a
week of merely simulated imprisonment” (Haney &
Zimbardo, 1998, pp.709.) The experiment was
therefore aborted after just six days and nights.
Apparently many who read about the Stanford
Prison Experiment (SPE), as this six day venture

Figure 1. Mean MPQ profiles of the 22 inmates in a maxi-

mum security prison who scored highest , and of the 22

who scored lowest, on Aggression. A T-score of 50 repre-

sents the mean for some 850 non-criminal males aged 30-

33; a T-score of 70 is two SDs above the normal mean, etc.
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came to be called, agreed with the authors that it
had demonstrated “the way in which social con-
texts can influence, alter, shape, and transform
human behavior” (pp.709-10). Based on studies of
this kind, some of them Gedanken experiments as
in the following quotation from Mischel’s influen-
tial textbook, many psychologists came to believe
that social learning determines personality and
that social context determines behavior.

“Imagine the enormous differences that
would be found in the personalities of twins
with identical genetic endowment if they
were raised apart in two different families....
Through social learning vast differences de-
velop among people in their reactions to
most stimuli they face in daily life.” (Mischel,
1981, p. 311.)

Mischel’s experiment has been actually con-
ducted by Bouchard (1990) and others with results
opposite to his and other social-learning theorists’
predictions. In their recent article, however, Haney
and Zimbardo (1998; Zimbardo is the current
president of APA!) reviewed what they consider
important lessons learned from their SPE. These
“lessons” include the proposition that behavior is
determined by the situational context rather than
by characteristics of the behaving individuals.
Because the six day SPE “had painful, even trau-
matic consequences for the prisoners [Stanford
students pretending to be inmates] against whom
it was directed” (p. 719), Haney and Zimbardo
concluded that real prisons must have devastating
psychological effects upon real inmates serving
long sentences. Perhaps because they are
situationists, rather than trait psychologists, they
neglected our extraordinary human capacity to
adapt to circumstances, good or bad.

Suh, Diener, & Fujita (1996) have shown that both
positive and negative life experiences have usu-
ally lost their effect on subjective well being after
six months. A year after either winning the lottery
or being permanently crippled in an accident,
most people experience about the same average
level of happiness that they felt before that event.
In a study I did long ago in another Minnesota
prison (Lykken, 1957), one inmate, the pitcher on
the prison baseball team, had been paroled the
previous fall. He made it back in time for the spring
baseball season by the expedient of breaking the
display window of a jewelry store and then lei-
surely collecting rings and watches until arrested
on the spot. He admitted he was happier back in
prison than he’d been on the outside.

The mean expected release date for our sample of
Oak Park Heights inmates was thirty years hence
yet, after having been there for an average period
of three years, many of them appear to have be-
come well-adjusted to prison life and many are
surprisingly happy. Figure 2 shows the mean pro-
files for the third scoring highest, and the third
scoring lowest, on MPQ Well Being. While the
lowest-scoring third professed considerable pain
and alienation, the upper-third scored higher on
Well Being than three-fourths of our 850 noncrimi-
nal young men. Oak Park Heights is a modern
prison, well run and reasonably safe because the
staff rather than the inmates, are in control. The
well-adjusted inmates can take classes, learn
skills, find peaceful ways to pass the time.  I would
not wish to be incarcerated at Oak Park Heights,
not even if I was made pitcher of the baseball
team, but at least I could get a lot of reading done.

Figure 2. Mean MPQ profiles of the 22 men who scored

highest on Well Being, and the 22 who scored lowest,

among 67 inmates of a maximum-security prison.

Figure 3. Mean MPQ profiles for the 8 murders who had

no prior criminal record and for the 23 murders who

were repeat offenders.
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One more interesting bit: there were 31 murderers
among the 67 inmates and 8 of them had no prior
criminal record while 23 were repeat offenders.
The mean MPQ profiles for these two subgroups,
shown in Figure 3, indicate that even murderers
are heterogeneous in their temperament and per-
sonality. The murderers who had prior criminal
records looked quite like the more aggressive in-
mates shown in Figure 1. The murderers who were
first offenders, in contrast, look quite tractable in
personality. They are above average in Social
Closeness, well below the mean for noncriminal
males on Aggression, and above average in Con-
trol, Harm Avoidance, and Traditionalism. A pa-
role board would be justified in predicting that
men like these could be released with reasonable
confidence.

I think that these are interesting and significant
findings that would not have been obtainable if
our IRB had had their way.
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It’s a pleasure to be here today to speak with you,

and I’d like to extend my gratitude to Drs. Lyle

Bourne and Linda Bartoshuk for making it possible.

The topic I’d like to talk to you about today is, I think,

one of the oldest and most basic in cognition: how

we learn from examples. As most famously pointed

out by Hume, when we make a finite number of

observations of an enduring phenomenon, there is

no strictly logical (i.e., deductive) basis for forming

any firm generalizations about it. Instead we must

“induce,” that is, make educated guesses about

what its general properties might be. The need for

this is especially clear in the case of category learn-

ing, or as it is sometimes called, concept formation.

We see a few examples of a category—say, a

straight-backed chair, a plush armchair, and three-

legged stool—and must guess the true form of the

category (chairs).

Categories differ widely, of course, in the ease with

which people can learn them from examples. Some

categories—chairs, say—are easily guessed from

few examples. At the other extreme, extremely dis-

joint categories—say, the set including a hat, a

piano, the sun, and the King of Sweden—are so

incoherent and seemingly irregular that it seems no

finite subset would suffice to communicate the es-

sence of the category; such categories are conse-

quently very difficult to learn from examples. The

contents of such a category can only be effectively

communicated, it seems, by simply listing its con-

tents verbatim: no regularities or common trends

hold sway. This idea—that a psychologically inco-

herent (and thus unlearnable) category is one that

cannot be compressed or summarized—will be im-

portant later.

This spectrum of subjective complexity is of pro-

found importance in understanding how we learn,

because it reflects the underlying mechanisms of

induction: what makes some inductive hypoth-

eses—potential concepts—more attractive to the

human learner than others. When we have to wrap

a concept around the few examples actually seen,

we of course prefer the most natural concept avail-

able. But what exactly is a psychologically “natural”

concept?

This question was extensively studied during the

1960s (a period that stretched from about 1953 to

about 1973). During this period a great many ex-

periments were conducted concerning the learning

of artificial concepts, usually defined by some logi-

cal combination of two binary (Boolean) variables.

These studies produced some extremely beautiful

Simplicity and Complexity
in Human Concept Learning

Jacob Feldman

Rutgers Universityy

and stable results, epitomized by the comprehen-

sive studies by Lyle Bourne (summarized in his 1966

book, Human Conceptual Behavior). The general

thrust of these studies was that the logical form of

the rule defining a category can have a decisive

effect on the difficulty subjects have in learning it.

The most notorious specific conclusion, around

which literally thousands of studies revolved, was

that conjunctive (“and”) concepts were easier to

learn—subjectively simpler—than disjunctive

(“or”) concepts.

Indulging in a bit of retrospective psychoanalysis, it

seems that some of the huge amount of interest in

this issue derived from the apparent divergence it

suggested between logical complexity, on the one

hand psychological complexity, on the other. Con-

junction (aËb in mathematical notation, in which

the variables a and b refer to features or properties

of the objects) and disjunction (aVb) are of equal

complexity by almost any conceivable mathemati-

cal definition. Yet the subjective, psychological dif-

9 - 15
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ference between them was stable and reliable. This

contrast seems to suggest some special, mysteri-

ous, and quintessentially human bias in favor of

disjunctive concepts—an enticing prospect to stu-

dents of human learning.

In order to fully appreciate the variations in logical

form at play here, it is convenient to depict Boolean

concepts visually as patterns in a grid of spatial

dimensions (Fig. 1). Almost all studies in the 1960s

involved bivariate concepts, which we can depict in

a two-dimensional square, called Boolean 2-space

(top row). Here the horizontal (a) and vertical (b)

axes each refer to a particular Boolean feature, for

example size (say, small or large) and fruit type

not fit into this clean bivariate hierarchy: a 1961

study by Shepard, Hovland, and Jenkins, then virtu-

ally the only extant research to have considered

concepts involving more than two variables.

Shepard et al. (1961) considered 3-variable con-

cepts having exactly four positives and four nega-

tives. I’ll refer to this as the case with D = 3 and P =

4, with D meaning the number of features (dimen-

sions) and P meaning the number of positive ex-

amples. Concepts with D = 3 and P = 4, it turns out,

come in exactly six distinct types (Fig. 2), desig-

nated types I – VI by Shepard et al. Mathematically,

this typology is complete: no matter how you ar-

range four vertices in Boolean 3-space, you get

something that has essentially the same structure

as one of Shepard et al.’s six.

It is important in what follows to understand exactly

(say, apple or orange). The two values of each

variable are conventionally referred to as true and

false, though of course these labels are arbitrary

and meaningless with certain features (e.g. apple

vs. orange—neither one has any special claim to

the role of “true” along the dimension shape). The

four vertices of the grid thus each refer to a single

uniquely-defined object: small apple, large apple,

small orange, large orange.

 In diagrams like these, a concept corresponds to a

particular subset of the four vertices, which we de-

pict by heavy dots at the “positive” corners. In this

system, conjunctive concepts have one corner posi-

tive (Fig. 1a), and disjunctive concepts have three

(Fig. 1b). Considering these figures, one immedi-

ately sees that there are number of other structural

possibilities. One is to have two positives on one

side of the square (Fig. 1c); such a concept is called

affirmation (or negation) in the literature, because

one of the two features is always true (or false, as the

case may be). Another is to have two positives at

opposite corners (called exclusive-or or bicondi-

tional; Fig. 1d). All of these varieties were systemati-

cally studied by Bourne and others in the 1960s; they

differ in difficulty in a very reliable order (usually

given as affirmation/negation < conjunction < dis-

junction < exclusive-or/biconditional). A number of

researchers, notably Bourne (1974), offered satisfy-

ing quantitative accounts of this difficulty ordering.

However, there was one outstanding result that did

Figure 2. The six concept types studied by Shepard,

Hovland, and Jenkins (1961), each of which has four

positives defined over three features (a, b, and c).

These types exhaust the space of possibilities for

four positives and three features; every such con-

cept has essentially the same structure as one of

these six types. Shepard et al. found that they have

a stable difficulty ordering, I < II < [III, IV, V] < VI.

Figure 1. Logical form of some concepts studied in

the 1960s as illustrated schematically in abstract

Boolean 2-space: (a) conjunction (b) disjunction (c)

affirmation (d) exclusive-or.

what is meant here by “essentially the same struc-

ture.” As mentioned before, typically, the features

here (a, b, and c) don’t have an intrinsic “sign,”

meaning we could just as well interchange the true

and false labels. Similarly, since we are abstracting

over the actual meanings of the variables them-

selves, we don’t really care which of a, b or c is

pointing which way in the figures. These choices are

really all arbitrary, and so changing them doesn’t

really change the nature of the concept we are

talking about. What this means visually is that we

are free to rotate the diagrams rigidly through

space (Fig. 3). As long as we don’t change a

concept’s internal structure haven’t changed its es-

sential logical form.

This sort of equivalence is a called an isomorphism

(technically, this particular equivalence is isomor-

phism under permutation of feature labels and

exchange of sign). Critically, equivalence under

isomorphism carves up the space of possible con-

cepts: we can sort concepts into bins depending on

their essential structure, so that all concepts within

a bin are essentially the same, but all the bins are

essentially different from each other. Shepard et
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al.’s six types are one such typology—the one ap-

propriate for three featural dimensions and four

positives. Other numbers of dimensions or positives

lead to other typologies (some of which I’ll get to in

a moment). From the point of view of a psychologist

interested in the effect of logical form on learning,

these typologies give a crucial road map: they tell

you exactly what forms to study—namely, the bins,

or equivalence classes. Once you understand how

each of these bins is treated psychologically, you

understand everything that depends on logical form

alone.

Note that this notion of equivalence, and the result-

ing typology, applies to the bivariate case as well,

as was recognized in the 1960s. For example, affir-

mation and negation, though they are different in

the details, are really the same type of concept,

once we decide that we don’t care about which value

is labeled positive and which “negative”—both are

bivariate concepts in which membership depends

only on the value of one variable. Similarly there is

really only one kind of concept with one positive,

namely conjunction—because all four vertices of

the Boolean square are equivalent if we can rotate

the square freely. Finally, there is really only one

kind of concept with two positives on opposite cor-

ners, whether it is labeled either biconditional

(when the corners are oriented northeast and south-

west) or exclusive-or (northwest and southeast). In

terms of pure logical form, these three types are

really all there is.

Now let’s get back to the psychology. In their study

of the three-features four-positives case, Shepard et

al. found that the six essential types exhibited a very

reliable difficulty ordering: I < II < [III, IV, V] < VI

(with a tie among III, IV and V). This result has been

replicated a number of times since, and has come to

be viewed as a standard benchmark in the field.

Notice that there is no simple way to explain it in

terms of a preference for conjunctive concepts, or

any of the other theoretical constructs proposed in

the 1960s. More recently, a number of learning

models (mostly exemplar models and connectionist

networks) have successfully modeled it, but only in

terms of the asymptotic behavior of a large and

complex simulation with many parameters. There

has never been any simple, theoretical account of

the ordering: no way of deriving it from first prin-

ciples of learning.

Almost lost amid the torrent of learning papers in

the 1960s were two that proposed a different prin-

ciple: simplicity. Neisser and Weene (1962) and,

separately, Haygood (1963) had proposed that the

known difficulty ordering of bivariate concepts

could be explained in terms of the length of the

logical formulas required to express them. For ex-

ample, exclusive-or requires more symbols to ex-

press than conjunction (ab+a’b’ vs. ab), and this

might be part of why it is more difficult to learn.

(Here and from now on I’m adopting the standard

mathematician’s notation in which ab means a and

b, a + b means a or b, and a’  means not-a.) One big

problem with this explanation, though, is that it fails

to explain by far the most famous case: conjunction

(ab) vs. disjunction (a + b), which require the same

number of symbols (counting only variable names,

not the + or’ symbols, which are operators).

But the idea that simplicity was the overarching

principle at work did not gain any adherents. Part of

the reason, perhaps, is that to fully work out this

idea required a mathematical notion of simplicity

that had not yet, at that time, been developed. But at

about the same time (around 1962) three mathema-

ticians (Kolmogorov, Chaitin, and Solomonoff) in-

dependently developed the required notion. Their

idea, now usually referred to as Kolmogorov com-

plexity, is that the complexity of a symbol string is

the length of the shortest description that is required

to faithfully express it. Simple strings can be very

compactly described. Complex strings require

longer descriptions.

In the limit, if a string is so complex that it can’t be

compressed at all, one can simply quote it verba-

tim—list its members—as a way of expressing it. By

this way of measuring it, then, complexity is intrinsi-

cally capped at about the length of the original

object: if all else fails—i.e. with maximally complex

strings—one can always enumerate their contents,

which automatically takes about the same number

of symbols as were in the original string itself.

Kolmogorov complexity also has certain very desir-

able mathematical properties, chiefly that it is “uni-

versal:” in a certain well-defined sense the

complexity of a string is independent from the de-

tails of the language in which you choose to express

it.

Figure 3. Two Boolean concepts are isomor-

phic—of the same logical type—if they are

equivalent after interchanging the labels and

signs of the features, which can be pictured

visually as a rigid rotation throughBoolean

space.
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In the realm of Boolean concepts, the natural ana-

log of Kolmogorov complexity is what’s called the

Boolean complexity: the length of the shortest logi-

cal expression that is equivalent to the set of posi-

tive examples—called the minimal formula. The

more you can reduce the logical expression of your

concept, while still faithfully expressing it, the sim-

pler the concept is. Normally we measure the length

of the minimal formula by counting variable sym-

bols only, not operators. For example, the concept

big apple or small apple (expressed symbolically

as ab + ab’, with a = apple and b = big) is logically

equivalent to apple (i.e., ab + ab’ reduces algebra-

ically to a); it has Boolean complexity 1. Conversely

the concept big apple or

small orange (ab + a’b’)

can’t be similarly re-

duced—no shorter for-

mula is equivalent to

it—so it has Boolean

complexity 4. The same

reduction trick can be

applied to any Boolean

concept, of any length, to

give an estimate of its in-

trinsic complexity.

So how does Boolean

complexity match up to

the subjective difficulty

of concepts—that is, to

subjective complexity?

The touchstone is

Shepard et al. ’s six

types, whose difficulty

ordering, you’ll recall,

was a bit tricky to ex-

plain. The Boolean com-

plexities of the six types

come out as 1, 4, 6, 6, 6,

and 10 respectively (see

Fig. 4)—perfectly agree-

ing with the famous diffi-

culty ordering I < II < [III,

IV, V] < VI. The exact

minimal formulae for

each of the six types are

given in the figure (lower

panel).

This agreement gives a

good prima facie boost

to the theory that Bool-

ean complexity dictates

subjective complexity. A

more comprehensive

test, though, would re-

quire trying new cases.

Bivariate cases were exhaustively studied in the

1960s, and Shepard et al. completely covered the D

= 3, P = 4 case. What about other values of D and P?

These had never been tested. The aim of my study

(Feldman, 2000) was to do so.

The first step is to work out the typologies for other

values of D and P. For each value of D and P, the

typology completely changes, producing a different

“family” of basic concept types, referred to as the

D[P] family. The sizes of these families as you

change D and P vary in a somewhat unpredictable

way (for example, 4[4] has 19 types—who would

have guessed?)—though the correct combinatoric

Figure 4. Concepts from three of the families tested (3[2], 3[3], and 3[4]),

showing the “raw” (uncompressed) formula, minimal formula, and

Boolean complexity (length of the minimal formula in literals).
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theory was worked out as early as 1951 (by Aiken

and his staff at the Harvard computation labora-

tory; see Feldman, in press). When we need to refer

to particular types within each family, we designate

them with Roman numerals subscripted with the

family name, like I
3[4]

, II
3[4]

, etc., for Shepard et al.’s

family.

For my study, I wanted to be as comprehensive as

possible, but above 4[4] there are simply too many

types in each family to test conveniently; in the end

I used families 3[2], 3[3], 3[4], 4[2], 4[3], and 4[4].

This means that, up to isomorphism, the study con-

sidered every Boolean concept with three or four

features and up to four positives. Fig. 4 shows the

3[2], 3[3], and 3[4] families, along with both the raw

and minimal formula associated with each concept

in each family. As you can see in the figure, just as

with Shepard et al.’s six types (the 3[4] family), each

of the 3[2]-family concepts is distinct from each of

the other ones—they can’t be rotated through 3-

space to become equivalent; and likewise for each

of the 3[3] concepts. (Of course, concepts from dif-

ferent families are never isomorphic to each other

either, since they have different numbers of dimen-

sions or positive vertices.) The 3[2] and 3[3] families

each have three concepts, none of which as far as I

know had every been tested psychologically before.

There is one additional complication before the

study can be completely laid out. With Shepard et

al.’s, study there were four positives drawn from the

eight objects, and thus also four negatives. But most

of the families I was interested in have different

numbers of positives and negatives; for example

3[2] concepts each have two positives and six nega-

tives. Each such concept has a “mirror image” con-

cept in which the labels are swapped, so that the

positives become negatives and the negatives posi-

tives. I’ll refer to the “orientation” of each concept in

this sense as its parity, designating the version with

the smaller half labeled positive as the Up version

and the mirror image as the Down version. What is

interesting about this is that, from a logical point of

view, Up and Down versions of a concept are essen-

tially the same concept—specifically, the Down ver-

sion corresponds to the same formula as the Up

version with an extra “not” sign placed in front of it.

Operator symbols don’t count towards the complex-

ity, so Up and Down versions of the same concept

always have the same complexity. They differ only

in this parity, which is a new variable orthogonal to

complexity.

What is the psychological significance of a

concept’s parity? Will Up and Down versions of

concepts be treated identically by subjects? In the

experiments, it is very straightforward to test this: we

simply include every concept in both Up and Down

versions, and treat the parity factor as an indepen-

dent manipulation fully crossed with Boolean com-

plexity. (Actually, they aren’t quite crossed, because

3[4] concepts only come in one version, because

they have equal numbers of positives and nega-

tives.) For simplicity of notation, from here on I will

use P to mean the number of examples in the

“smaller half” of the concept, which by definition is

positive in the Up version and negative in the Down

version.

In testing all these concepts, I was primarily inter-

ested in the ease subjects had in learning their

members. So the procedure was simply to show the

subject the entire space of objects (8 for D = 3 cases,

16 for D = 4), separated into positive and negative

groups, with the positive group labeled “Examples”

and the negative “Not examples” (see Fig. 5). First,

the subject would study these for a fixed period of

time (a few seconds, the exact period depending the

case). Then, the subject was tested on all the objects

in random order. We can then look at their perfor-

mance (percent correct) as a function of the struc-

ture of the concept—specifically, of its Boolean

complexity and its parity. Each subject saw con-

cepts from only one D[P] family, including all con-

cepts from the family in both parities. Thus the

manipulations of complexity and parity were both

within-subjects, while family was between-subjects.

The results are summarized in Fig. 6, which col-

lapses over all the families to highlight the effects of

Boolean complexity and parity. Both factors plainly

and systematically influence performance. As com-

plexity increases, performance worsens steadily;

more complex concepts are more difficult to learn

than less complex cases, with a roughly constant

advantage for Up cases over Down cases.

The main result—the complexity affect—suggests

that human learners are doing something like mini-

mization or compression when they represent con-

Figure 5. A simple “learning” screen as viewed

by subjects. This screen shows a concewpt of type

II
3[2]

.
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cepts.  As the subject studies the set of examples, he

or she seeks to encode them in as compact a manner

as possible. The more effectively the examples can

be compressed—the lower the Boolean complex-

ity—the more successful this strategy will be, and

the more effectively the examples will be retained.

This result is especially intriguing because it ties

human concept learning to a very famous and ubiqui-

tous principle—simplicity: the idea that observers

ought to favor simple hypotheses. In the philosophy of

science literature this is known as Occam’s razor, but

the same idea turns up in a multitude of settings in

other fields concerned with inference from ex-

amples—including machine learning and inferential

statistics, where it is often called the Minimum De-

scription Length principle, a term introduced by

Rissanen (1978). This principle has been growing in

influence during the past decade, where it lies at the

heart of many of the most sophisticated and success-

ful automated inference systems. In perception, the

same idea is familiar in the guise of the Minimum

principle, or in the Gestaltists’ term Prägnanz. All

these principles point in the same direction: observers

profit by drawing the simplest interpretation available

of what they observe. Surprisingly, this idea had never

really penetrated the field of human concept learning

(except for Neisser, Weene, and Haygood’s doomed

hypothesis) despite this seeming like a pretty apt

place to apply it. But the data in Fig. 6 suggest that

human category learners, too, obey a minimization

principle.

The other main result, the parity effect, suggests that

subjects have some kind of complexity-independent

preference for looking at concepts through their posi-

tive examples. Indeed others had noticed the same

tendency as early as 1953 (e.g., Hovland & Weiss,

1953); so this is not really news. The novelty here is to

see this as a factor orthogonal to complexity, be-

cause seeing it this way changes the way you see

older results—specifically the old conjunction/dis-

junction dichotomy.

Recall the typology of bivariate logical I discussed

before. The way it ran, there turned out to be only

three essential types: affirmation, conjunction, and

exclusive-or. So where does disjunction fit into this

scheme? The answer is that disjunction is the same type

as conjunction, except with opposite parity: disjunction

is conjunction “upside-down.” A conjunctive concept

such as ab has one positive example (ab); its comple-

ment, in this case the concept (ab), has three positive

examples (ab’, a’b, and a’b’), and can be rewritten as

a’ + b’—a disjunctive concept. Thus conjunction is the

Up parity version of this basic type and disjunction is the

Down parity version. The point is that the famous

superiority of conjunctive over disjunctive concepts was

just a reflection of the parity effect—Up parity cases are

learned more easily then Down parity cases—and had

nothing to do with complexity. But when a wider range

of concept types is tested, as in this experiment, we see

that there is a substantial complexity effect, even

though it doesn’t show up in the conjunction/disjunction

comparison. Contrary to how it must have looked focus-

ing on only that comparison, a lot of the variance in

conceptual difficulty is driven by differences in com-

plexity.

I think the idea of complexity minimization also sheds

some light on a more recent controversy in the field of

concept learning: the distinction between the encoding

of rules vs. the storage of exemplars. Many recent

concept learning theories have revolved around the

explicit storage of specific examples: in such theories,

new objects are evaluated by comparing them with

stored exemplars. By contrast, many areas of learning,

such as the acquisition of language, quite obviously

involve the extraction of rules from what is heard (i.e.

descriptive grammatical rules, such as how to form the

past tense, what order to place adjectives in, which part

of a sentence receives tense, etc.). Recently several

theories have been proposed that mix these two strate-

gies for learning: one component for extracting rules,

and another component for storing examples that don’t

fit into the rule scheme (exceptions).

But the distinction between the “rule” and the “excep-

tions” gets a little hazy when one thinks about minimal

formulae. Some concepts, like Shepard et al.’s type I

(see Fig. 2), reduce to one very simple rule that covers

all objects. Others, like type 3 of family 3[2] (see Fig. 5),

are completely incompressible, which means their

minimal formulae consist essentially of a verbatim list

of their members. But in between these extremes are

Figure 6. Results of the experiments. As Boolean

complexity increases, performance steadily de-

clines, with a roughly constant advantage for Up

parity cases over Down parity cases.
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some concepts whose minimal formulae have a compo-

nent (literally, a disjunct) that covers most of the objects,

plus one or more additional objects (again, more dis-

juncts) that aren’t covered by the “main rule.” An

example is type VII
4[4]

, whose uncompressed rendition

is

a’b’c’d’ + a’b’c’d + a’b’cd’ + abcd,

which compresses to

a’b’(cd)’ + abcd.

The first disjunct (a’b’(cd)’) is the “rule,” and the second

disjunct (abcd), a single object, is the “exception.” But the

exception is also in a sense part of the rule—part of the

minimal formula.

In a sense, this makes the dichotomy between rules and

exceptions a bit fuzzy. But alternately one can view this

situation as clarifying the distinction between rules and

exceptions, by showing exactly what the exceptions are

exceptions to. When some objects need to be explicitly

listed as part of the most compact rendition of the cat-

egory, then you know in a deep sense that they are really

exceptional. Compression points the way to a more rigor-

ous basis for the distinction between rule and exception.

I’d like to end with a very superficial reflection about the

underlying reasons for complexity minimization in con-

cept learning. The principle of simplicity is so familiar

that one hardly stops to wonder why it makes any sense.

But why should we try to reduce a set of observed

examples to a minimal form? What advantage does

this afford us? Is it just the saving in storage space? To

me, this saving seems a bit trivial in the context of a

brain with 1011 neurons.

I’d suggest—echoing an enormous amount of technical

advances in statistics and machine learning—that mini-

mization of complexity subserves the more basic goal of

extraction of regularities. Our deepest cognitive impulse

is to understand the world. And in a profound mathemati-

cal sense, compressing our description of it helps to

accomplish this. How? Because all compression schemes

depend on finding and benefiting from regular tenden-

cies in the data—places where the data is a bit redundant

or repetitive or orderly. This is how a photograph with

large uniform areas or repetitive textures can result in a

very small file on your hard drive. (The image compres-

sion scheme known as JPEG—like all compression

schemes—is based around a clever and systematic use of

this idea.) In file-format compression schemes, an under-

standing of the form of regularities in the data is leveraged

into a method for reducing file sizes. The flip side of this

idea is that compressing data can be leveraged into an

understanding of what regularities the data obeys—it is

how regularities implicit in the data become explicit.

In the realm of concepts defined over Boolean features,

this idea is particularly transparent. Take the concept ab

+ ab’ discussed before (e.g., big apple or small apple).

Compressing this algebraically to a (apple) makes ex-

plicit that all objects in this concept are apples—a regular-

ity of this small world. By compressing the formula, the

observer has discovered a grain of truth about this world.

Ideally, one would like a theory of category formation that

was organized around this principle, in order to fully

understand how categorization relates to inference. In

other more recent work, I have attempted to develop this

idea into a more thoroughgoing “concept algebra,” mod-

eling in more detail how human observers extract regular

tendencies from the examples they observe.

The American Mathematical Society, in its newslet-

ter, summarized the Boolean complexity result as

incompressible is incomprehensible—an elegant

phrase I wish I’d thought of first. But I’d rather turn

it around: in a sense, compressible is comprehen-

sible, or, perhaps, compression is comprehension.

Minimization and inference are deeply intertwined,

and I think one of the major challenges of psychol-

ogy now is to understand how and why.
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Getting Down to BUSINESS

Candidates for President-Elect

16 - 18

The Spring issue of TGP is the Election Issue, featuring bios and statements of the candidates for Society
offices who have been nominated and who have agreed to serve if elected. This year there are three
candidates for the office of President-Elect but no openings for other offices.  Recall that recent Bylaw
changes reduced the number of  Members-at-Large of the Executive Committee from 6 to 3 and a decision
was made to let attrition take its course to get down to that number. For President-Elect the candidates
are  Janet Matthews, Bonnie Strickland, and Jeremy Wolfe.

Janet R. Matthews.  I completed my Ph.D. in

clinical psychology at the University of Mississippi
following my internship at the University of Okla-
homa Health Sciences Center in 1976. I am board
certified in clinical psychology through ABPP and
in assessment psychology through the American
Board of Assessment Psychology. I was unique
among my classmates in both my doctoral pro-
gram and internship in my career goal – to be an
undergraduate educator.  I was a tenured Associ-
ate Professor of Psychology at Creighton Univer-
sity before moving to my current position of
Professor of Psychology at Loyola University New
Orleans.  My broad interests within psychology
seemed best suited to the liberal arts environment.
I currently teach courses from the freshmen to
senior level.  I co-created our Psychology of
Women course and continue to teach it annually.  I
was recruited by Loyola in 1984 to develop our
mental health field placement program and con-
tinue to direct it. Over the years, I have found one
of the great rewards of this position is to assist
students in finding a good career and graduate
school match to their interests.  My publications
have been generalist in nature spanning the peda-
gogy of teaching, ethical issues, and clinical neu-
ropsychology.  About nine years after receiving my
doctorate, I took a one-year leave to complete a
formal postdoctoral fellowship in assessment with
a focus in neuropsychological assessment. I have
been professionally active on many levels having
served, among other roles, as president of both
Southwestern Psychological Association and APA
Division 2, 3 terms on the APA Council of Represen-
tatives, and an at-large seat on the APA Board of
Directors.  I am honored to be nominated as a
candidate for President-elect of APA Division 1
and, if elected, would endeavor to continue the
great work of my immediate predecessors Linda,
Bruce, and Peter.

Matthews’ Statement.  As a member of APA’s

Task Force on Membership Recruitment and Re-

tention and then President Sternberg’s Unification
Task Force, I have developed a strong interest in
those factors that seem related to the integration of
all facets of our discipline.  With the growth of
specialty professional organizations, I see the
need for APA to continue to be a place where all
voices are not only heard but interact to be even
more important.  Without a place for this type of
interaction, we lose the benefit of discussing our
broad base of knowledge among specialists. Over
my years in APA governance, I have noted that
colleagues often have trouble placing me in a
particular “slot.”  Am I a practitioner, educator,
scientist, advocate for public interest?  My re-
sponse is that I truly believe I am a bit of each of
them.  To me, that background seems highly corre-
lated with the purpose of our Society.   For us to
serve the unifying function suggested by Peter
Salovey in his candidate statement last year, how-
ever, I believe our Society needs to grow.  In recent
years, the Society has actively added Fellows to
our rolls.  Data suggest such recognition increases
the likelihood of remaining a member.  I would like
to build on this base. APA data I have studied
suggest that about the third year of membership is
when APA loses members.  Although that may be
related to the dues structure, I also wonder if it is
also related to searching for a place to become
active and not finding it.  From conversations I
have had with leaders of APAGS, this is especially
true to those new members who have been active
as graduate students but are now full members. I
would like our Society to make special efforts to
learn what activities these new professionals
value and see which ones fit with our mission.  That
project would be the major goal of my presidency
should I be elected.

Bonnie Strickland.  Although I received my Ph.D.

in clinical psychology and hold a Diplomate, my
research has spanned clinical, developmental,
personality and social psychology.  I have spent
my professional career as a professor of psychol-
ogy at two universities, Emory University and the
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University of Massachusetts at Amherst.  I take
great joy in teaching ranging from large under-
graduate courses to the clinical and research su-
pervision of graduate students.  Within academia,
I have also held a number of administrative roles
at the same time that I have been a consultant and
in long time independent practice.  Especially as I
have grown older, I consider myself a general
psychologist and have welcomed the opportunity
to become involved in Division 1.

My early research focused on internal versus ex-
ternal locus of control expectancies in relation to
health, prejudice, social action, and trust.  Some of
my initial work during the civil rights days became
a Citation Classic when I found that internal ex-
pectancies were related to Black social activism.
Steve Nowicki and I also developed a Locus of
Control Scale for Children that is still used interna-
tionally and is one of the most heavily cited refer-
ences from the Journal of Consulting and Clinical
Psychology.  My later research involved women
and health especially in regard to gender differ-
ences in depression. I believe that my students and
I were the first to present data on the preponder-
ance of depression among various cohorts of
women, an interest that eventually culminated in
an APA Task Force and book on Women and
Depression.   I was also involved in research on the
mental health status of gay men and lesbians as
early as the mid 1960’s.  This interest continues
and much of my latest writing has been on gender
roles and gay and lesbian issues.

Within the American Psychological Association I
have been a member or chaired numerous boards
and committees.  I have involved in almost every
one of the graduate education and training confer-
ences in psychology over the last four decades. I
have welcomed the opportunity to present testi-
mony on behalf of psychology to the United States
Congress.  I was also intimately involved in the
reorganization plans proposed for APA some 15
years ago.  I have been President of the Division of
Clinical Psychology, President of the Association,
and am currently a member of the Executive Com-
mittee of Division 1.  In these capacities, I have
continually been impressed by the need to con-
sider psychology as a coherent and unified field
and discipline, one in which psychologists of every
persuasion can feel at home.

Strickland’s Statement: When the American

Psychological Association reorganized in the mid
1940’s following World War II, Division 1 became
the keystone division for the Association.  With
over fifty years of growth and change, I still believe

that Division 1 continues to serve that role for APA.
No matter what our interests, that unifying mark of
a psychologist is that we have been educated and
trained in general psychology.  Wherever our spe-
cialty interests may take us, psychologists con-
tinue to share methodologies, to respect the
scientific method and use the basic and funda-
mental tenets of psychology.  Now with some 55 or
so Divisions and even more State and Provincial
Associations, psychologists have ample opportu-
nities to pursue their specialties with like minded
colleagues.  Division 1, however, is that unique
group within APA that welcomes all psychologists.
We provide a home where psychologists can con-
sider issues of unity and the cohesiveness of the
field with other psychologists of enormously di-
verse backgrounds and interests.

When I invite colleagues to consider joining Divi-
sion 1, they often remark that they already belong
to too many divisions.  Why should they join yet
another, especially one that doesn’t represent
their specialty interests?  But, that’s the point.
While we may all appreciate and benefit from our
specialty divisions and state associations, by defi-
nition these are focused on specific concerns.  We
also need our links with the basic areas of psychol-
ogy and with each other.  Division 1 provides those
opportunities for us to keep ourselves abreast of
the on going developments across all aspects of
psychology, to build links to our specialties, and to
present a unified and coherent vision of our field.

Over the last few years, our Officers and the Execu-
tive Committee have worked valiantly to expand
our membership, especially through inviting Fel-
lows of other Divisions to be Fellows in Division 1.
The journals are impressive; the programming is
comprehensive, and the Division is thriving.  I
would like to build on these efforts and especially
continue to reach out to all psychologists to come
and join us.  We are a welcoming and vibrant home
proposed over fifty years ago to meet the needs of
general psychologists (who I think are the most of
us).  We still serve those needs as well as the
interests of our Association and the greater society
when we represent and nurture a unified psychol-
ogy.

Jeremy M Wolfe - I would imagine that it has been
a long time since a Professor of Ophthalmology was
a candidate for President of APA’s Division One but
this is not quite as odd as it may sound. I am a vision
and visual attention researcher and research on
these topics can occur in a wide range of depart-
ments. Whatever my affiliation, I am an Experimen-
tal Psychologist at heart. I got my start very early
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when my father, a physicist at Bell Labs at Murray Hill,

NJ, decided that his high school-aged child should do

some paid work. He set me up with John Krauskopf, then

also at Bell Labs and I got my start on a bite bar, trying

to name the colors of nearly invisible spots of light. You

can’t bite a bite bar all day, so I wandered the halls

asking other people what they did for a living. Since

“other people” included Saul Sternberg, Bela Julesz,

Charlie Harris, George Sperling, Dave Meyer, et al., I

got quite an introduction to the field. Naomi Weisstein

was visiting Bell at that time and from her I learned that

a commitment to research in Psychology could go hand

in hand with a commitment to broader social issues. I

arrived at Bell Labs thinking that I would go to college

to major in something like History. I went to Princeton

the next fall determined to major in Psychology in

general and vision in particular.

My real introduction to General Psychology came from

Leo Kamin’s Introductory Psychology class. I have now

taught Intro. for more than 20 years and I still draw

inspiration from that first exposure. I went from

Princeton to MIT where I studied for my PhD under

Richard Held. After marrying Julie Sandell (an under-

graduate student with Charlie Gross at Princeton and a

PhD student with Peter Schiller at MIT) and after com-

pleting a thesis “On Binocular Single Vision”, I joined

the MIT faculty. In an era when the Department was

changing from “Psychology” to “Brain and Cognitive

Sciences”, I continued to teach a broad Introductory

Psychology course and to advocate for the value of the

field as a whole.

In the late 1980’s, my research focus shifted from bin-

ocular vision and visual adaptation to visual search

and attention. In 1991, I moved to Brigham And

Women’s Hospital and Harvard Medical School where

I am now Professor of Ophthalmology. My research

covers all aspects of visual search from the visual

features that guide the deployment of attention, to the

rules of deployment, to the consequences of attention

for vision and memory. The work of the lab is primarily

basic research with occasional forays into applied

problems such as the search task faced by x-ray

scanners at airports.

I have continued to teach Intro. at MIT as well as a

course combining Psychology and Literature. This year

I am teaching Intro. in the Harvard Psychology Depart-

ment. I am a fellow of Divisions 1, 3, and 6 of APA and

have served as Program Chair for Div. 6. I am also a

fellow of APS and the AAAS and an elected member of

the Society for Experimental Psychologists. I have been

President of the Eastern Psychological Association, a

NIH Study Section Member, an Associate Editor for

Perception and Psychophysics as well as member of an

assortment of other program committees and editorial

boards. At last count, I have authored something like 70

papers, 18 book chapters, 21 other publications, and

170 published abstracts. I am grateful to be currently

funded by the National Eye Institute, the National Insti-

tute of Mental Health, the Air Force Office of Scientific

Research, and the Federal Aviation Administration.

Wolfe’s Statement.  I am honored to be nominated as

President of Division One. I see the Division as a bul-

wark against the forces of excessive specialization. My

present position is a pure research position. I have

made the deliberate choice to teach Introductory Psy-

chology because I know that otherwise I would read

nothing but papers on visual attention (Actually, it’s

worse than that. The burden of reviewing being what it

is, I would read nothing but unpublished manuscripts in

visual attention.) I am very fond of my corner of the

research world but I did not get into the field because

visual search was interesting. I got into the field be-

cause it encompasses a vast array of topics of interest

and importance. I suspect that the vast majority of

members of Division One are, themselves, Psychologi-

cal specialists of some sort. We value our specialties

(and serve those APA divisions as well.) However, we

join and serve Division One to nurture that part of us that

looks over the wall, leans over the back fence, and,

against the advice of our mothers, talks to strangers.

I would consider the Presidency of Division 1 to be an

opportunity to foster interactions across the field. I don’t

think we need to argue for some strained “unity” of

Psychology. The task of Division One is to introduce

neighbors to one another through our publications and

through our activities at the APA Convention. We can

nurture the mutual respect and mutual interest that will

strengthen the field. Moreover, we can advocate for the

field, as a whole, in the broader community. We can

convince newcomers and remind old-timers that Psy-

chology, broadly conceived, is an intellectual enter-

prise as fascinating as any on the planet.
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